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Goal for Today
• Brief History of Dialog Systems 

• Task-oriented Dialog 

• Chatbot 

• Evaluation
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What is dialog?
• NLP for conversations 

• Understand utterances in the context of the dialog 
history (i.e., back-and-forth interaction) 

• Generate responses 
• a.k.a. conversational agents, chatbot, dialog agents 
• Personal assistants on phones or other devices: Siri, 

Alexa, Cortana, Google Assistant

3



Two Types of Dialog Systems
• Open-domain Chatbots  

• Mimic informal human chatting 
• Chatting for fun, or even for therapy, clinical uses for mental 

health 
• Question answering 

• Task-oriented Dialog (ToD)  
• Personal assistants on mobile devices 
• NL interfaces in cars, robots, appliances 
• Customer support, booking flights, hotels, restaurants 

• Note: with LLMs, the distinction of these two systems become bury
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Brief History of Dialog 
Research
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Dialog Architectures
• Rule-based

• Pattern-action rules (ELIZA) 
• + A mental model (PARRY): the first system to 

pass the Turing test! 
• Corpus-based

• Information retrieval (XiaoIce) 
• Neural encoder-decoder (BlenderBot)
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Real Example: A telephone conversation 
• A human travel agent (A) and a human client (C)
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2 CHAPTER 24 • CHATBOTS & DIALOGUE SYSTEMS

contrast, chatbots are systems designed for extended conversations, set up to mimic
the unstructured conversations or ‘chats’ characteristic of human-human interaction,
mainly for entertainment, but also for practical purposes like making task-oriented
agents more natural.1 In Section 24.2 we’ll discuss the three major chatbot architec-
tures: rule-based systems, information retrieval systems, and encoder-decoder gen-
erators. In Section 24.3 we turn to task-oriented agents, introducing the frame-based
architecture (the GUS architecture) that underlies most task-based systems.

24.1 Properties of Human Conversation

Conversation between humans is an intricate and complex joint activity. Before we
attempt to design a conversational agent to converse with humans, it is crucial to
understand something about how humans converse with each other. Consider some
of the phenomena that occur in the conversation between a human travel agent and
a human client excerpted in Fig. 24.1.

C1: . . . I need to travel in May.
A2: And, what day in May did you want to travel?
C3: OK uh I need to be there for a meeting that’s from the 12th to the 15th.
A4: And you’re flying into what city?
C5: Seattle.
A6: And what time would you like to leave Pittsburgh?
C7: Uh hmm I don’t think there’s many options for non-stop.
A8: Right. There’s three non-stops today.
C9: What are they?
A10: The first one departs PGH at 10:00am arrives Seattle at 12:05 their time.

The second flight departs PGH at 5:55pm, arrives Seattle at 8pm. And the
last flight departs PGH at 8:15pm arrives Seattle at 10:28pm.

C11: OK I’ll take the 5ish flight on the night before on the 11th.
A12: On the 11th? OK. Departing at 5:55pm arrives Seattle at 8pm, U.S. Air

flight 115.
C13: OK.
A14: And you said returning on May 15th?
C15: Uh, yeah, at the end of the day.
A16: OK. There’s #two non-stops . . . #
C17: #Act. . . actually #, what day of the week is the 15th?
A18: It’s a Friday.
C19: Uh hmm. I would consider staying there an extra day til Sunday.
A20: OK. . . OK. On Sunday I have . . .

Figure 24.1 Part of a phone conversation between a human travel agent (A) and human
client (C). The passages framed by # in A16 and C17 indicate overlaps in speech.

Turns

A dialogue is a sequence of turns (C1, A2, C3, and so on), each a single contributionturn
from one speaker to the dialogue (as if in a game: I take a turn, then you take a turn,

1 By contrast, in popular usage, the word chatbot is often generalized to refer to both task-oriented and
chit-chat systems; we’ll be using dialogue systems for the former.



Properties of Human Conversation
• Turns

• We call each contribution a “turn” 
• As if conversation was the kind of game where 

everyone takes turns. 
• Turn-taking issues

• When to take the floor? 
• When to yield the floor? 

• Interruptions
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Implications for Dialog Agents
• Barge-in 

• Allow the user to interrupt 
• End-pointing 

• The task for a speech system of deciding 
whether the user has stoped talking. 

• Very hard, since people often pause in the 
middle of turns.
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Language as Action

Each turn in a dialogue is a kind of action 
Wittgenstein (1953) and Austin (1962)
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Turing test
• Proposed by Alan Turing in 1950 
• A test of a machine's ability to exhibit intelligent 

behaviour equivalent to, or indistinguishable from, that of a human. 
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Speech Acts (aka Dialogue Acts)
Constatives: committing the speaker to something’s being 
the case (answering, claiming, confirming, denying, 
disagreeing, stating) 
Directives: attempts by the speaker to get the addressee to 
do something (advising, asking, forbidding, inviting, 
ordering, requesting) 
Commissives: committing the speaker to some future 
course of action (promising, planning, vowing, betting, 
opposing) 

Acknowledgments: express the speaker’s attitude regarding 
the hearer with respect to some social action (apologizing, 
greeting, thanking, accepting an acknowledgment) 

Bach and Harnish (1979)



ELIZA (Weizenbaum 1966)

Men are all alike. 
IN WHAT WAY 
They're always bugging us about something or other.  
CAN YOU THINK OF A SPECIFIC EXAMPLE  
Well, my boyfriend made me come here. 
YOUR BOYFRIEND MADE YOU COME HERE  
He says I'm depressed much of the time. 
I AM SORRY TO HEAR YOU ARE DEPRESSED  

... 

You are like my father in some ways. 
WHAT RESEMBLANCE DO YOU SEE 
You are not very aggressive but I think you don’t want me to notice that. 
WHAT MAKES YOU THINK I AM NOT AGGRESSIVE 
You don’t argue with me. 
WHY DO YOU THINK I DON’T ARGUE WITH YOU 
You are afraid of me. 
DOES IT PLEASE YOU TO BELIEVE I’M AFRAID OF YOU 
My father is afraid of everybody. 
WHAT ELSE COMES TO MIND WHEN YOU THINK OF YOUR FATHER 
Bullies. 
DOES THAT HAVE ANYTHING TO DO WITH THE FACT THAT YOUR BOYFRIEND MADE YOU COME HERE

Weizenbaum, Joseph. 1966, "ELIZA - A Computer 
Program For the Study of Natural Language 
Communication Between Man And 
Machine", Communications of the ACM 9 (1): 36-45 



ELIZA Effect
• The ELIZA effect, in computer science, is the 

tendency to unconsciously assume computer 
behaviors are analogous to human behaviors; that 
is, anthropomorphisation.  
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ELIZA's trick: be a Rogerian psychologist

• Draw the patient out by reflecting patient’s 
statements back at them 

• Rare type of conversation in which one can 
“assume the pose of knowing almost nothing of 
the real world”



Patient: "I went for a long boat ride” 
Psychologist: "Tell me about boats” 

• You don’t assume she didn’t know what a boat is 
• You assume she had some conversational goal 
• Chatbots trying to pass the Turing test usually 

choose some such domain

Rogerian psychologist 
(Person-Centered Therapy)



Eliza Rules

keyword pattern list of transforms

Keyword:   YOU 
Pattern:  (0 YOU 0 ME)     
Transforms:  (WHAT MAKES YOU THINK I 3 YOU) 

(WHY DO YOU THINK I 3 YOU)

• Rules are organized by keywords 
• Each keyword has a pattern and a list of 

possible transform
A formal notation in which to represent the decomposition 
template is: 

(0 YOU 0 ME) 

and the reassembly rule 

(WHAT MAKES YOU T H I N K  I 3 YOU). 

The "0" in the decomposition rule stands for "an in- 
definite number of words" (analogous to the indefinite 
dollar sign of COMIT) [6] while the "3" in the reassembly 
rule indicates that  the third component of the subject 
decomposition is to be inserted in its place. The decom- 
position rule 

(0 YOU 1 ME) 

would have worked just as well in this specific example. A 
nonzero integer "n"  appearing in a decomposition rule 
indicates that the component in question should consist 
of exactly "n"  words. However, of the two rules shown, 
only the first would have matched the sentence, " I t  seems 
you hate and love me," the second failing because there is 
more than one word between "you"  and "me". 

~1 RI,1 R1,2"'" Rl,ml D2 R2J RZ,Z" " "Rz,m2 De Ra,t FIn'2~ ' "  " R%nan 

Fro. 1. :Keyword and rule list structure 

in  ELIZA the question of which decomposition rules to 
apply to an input text is of course a crucial one. The input 
sentence might have been, for example, " I t  seems that  
you hate," in which ease the decomposition rule (0 YOU 
0 ME) would have failed in that  the word " M E "  would 
not have been found at all, let alone in its assigned place. 
Some other decomposition rule would then have to be 
tried and, failing that,  still another until a match could 
be made or a total failure reported. ELIZA must therefm~ 
have a mechanism to sharply delimit the set of decom- 
position rules which are potentially applicable to a cur- 
rently active input sentence. This is the keyword mecha- 
nism. 

An input sentence is scanned from left to right. Each 
word is looked up in a dictionary of keywords. If a word 
is identified as a keyword, then (apart from the issue of 
precedence of keywords) only decomposition rules con- 
taining that  keyword need to be tried. The trial sequence 
can even be partially ordered. For example, the decom- 
position rule (0 YOU 0) associated with the keyword 
"YOU" (and decomposing an input sentence into (1) all 
words in front of "YOU", (2) the word "YOU", and (3) 
all words following "YOU") should be the last, one tried 
since it is bound to succeed. 

Two problems now arise. One stems from the fact tha t  

almost none of the words in any given sentence are repre. 
sented in the keyword dictionary. The other is that of 
"associating" both decomposit;ion and reassembly rules 
with keyword~-;. The iirst is serious in that  the determina- 
tion that  a word is not in a dictionary may well require 
more computation (i.e., time) than the location of a word 
which is represented. The attack on both problems begins 
by placing both a keyword trod its associated rules on a 
list. The basic format of a typical key list is the following: 

(K ((D0 (R~. t) (R~, 2) " '" (Rt . . . .  )) 
((D2) (R2. ~) (R2.2) " "  (R2.,,,~)) 

: 

((D,~) (R,,, ~) (taw, ~) . . .  (R,~, . ~ ) ) )  

where K is the keyword, D, the it, h decomposition rule 
associated with K and R¢, ~ the j t h  reassembly rule ass0. 
ciated with the i th decomposition rule. 

A common pictorial representation of such a structure 
is the tree diagram shown in Figure 1. The top level of 
this structure contains the keyword followed by the names 
of lists; each one of which is again a list structure beginning 
with a decomposition rule and followed by reassembly 
rules. Since list structures of this type have no predeter- 
mined dimensionality limitations, any number of decom- 
position rules may be associated with a given keyword and 
any number of reassembly rules witch any specific decom- 
position rule. SLiP i8 rich in functions that  sequence over 
structures of this type efficiently. Hence programmin 
problems are minimized. 

An ELIZA script consists mainly of a set of list struc- 
tures of the type shown. The actual keyword dictionary is 
constructed when such a script is first read into the 
hitherto empty program. The basic structural component 
of the keyword dictionary is a vector KEY of (currently) 
128 contiguous computer words. As a particular key list 
structure is read the keyword K at its top is randomized 
(hashed) by a procedure that  produces (currently) a 7 
bit integer "i" .  The word "always", for example, yields 
the integer 14. KEY(i), i.e., the i th word of the vector 
KEY, is then examined to determine whether it contains 
a list. name. If it does not, then an empty list is created, 
its name placed in KEY(i), and the key list structure in 
question placed on that list. If KEY(i) already contains a 
list name, then the name of the key list structure is placed 
on the bottom of the list named in KEY(i). The largest 
dictionary so far attempted contains about 50 keywords. 
No list named in any of the words of the KEY vector 
contains more than two key list structures. 

Every word encountered in the scan of an input text, 
i.e., during the actual operations of ELIZA, is randomized 
by the same hashing algorithm as was originally applied to 
the incoming keywords, hence yields an integer which 
points to the only possible list structure which could 
potentially contain that  word as a keyword. Even then, 
only the tops of any key list structures that  may be found 
there need be interrogated to determine whether or not a 
keyword has been found. By virtue of the various list 

38 Communications of tile ACM Volume 9 / Number 1 / January, 1966 



Keywords are ranked from specific to general

User: I know everybody laughed at me

“I” is very general: 
I: (I *) -> (YOU SAY YOU 2)
ELIZA: YOU SAY YOU KNOW EVERYBODY LAUGHED AT YOU

“Everybody” is more specific and interesting 
Everybody: (Everybody *) -> (WHO IN PARTICULAR ARE YOU THINKING OF)
ELIZA: WHO IN PARTICULAR ARE YOU THINKING OF?

 Implementation: keywords stored with their rank  
Everybody 5 (list of transformation rules)
I   0 (list of transformation rules)



Memory
(MEMORY MY  
 (0 MY 0 = LETS DISCUSS FURTHER WHY YOUR 3)

 (0 MY 0 = EARLIER YOU SAID YOUR 3)

 (0 MY 0 = DOES THAT HAVE ANYTHING TO DO WITH THE FACT 
THAT YOUR 3))

• Whenever “MY” is highest keyword 
• Randomly select a transform on the MEMORY list  
• Apply to sentence 
• Store on a (first-in-first-out) queue 

• Later, if no keyword matches a sentence 
• Return the top of the MEMORY queue instead
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Men are all alike.
IN WHAT WAY
They’re always bugging us about something or other.
CAN YOU THINK OF A SPECIFIC EXAMPLE
Well my boyfriend made me come here.
YOUR BOYFRIEND MADE YOU COME HERE
He says I’m depressed much of the time.
I AM SORRY TO HEAR YOU ARE DEPRESSED
....
WHO ELSE IN YOUR FAMILY TAKES CARE OF YOU?
My father
YOUR FATHER
You are like my father in some ways.
WHAT RESEMBLANCE DO YOU SEE
You are not very aggressive but I think you don’t want me to notice that.
WHAT MAKES YOU THINK I AM NOT AGGRESSIVE
You don’t argue with me.
WHY DO YOU THINK I DON’T ARGUE WITH YOU
You are afraid of me.
DOES IT PLEASE YOU TO BELIEVE I’M AFRAID OF YOU
My father is afraid of everybody.
WHAT ELSE COMES TO MIND WHEN YOU THINK OF YOUR FATHER
Bullies.
DOES THAT HAVE ANYTHING TO DO WITH THE FACT THAT YOUR
BOYFRIEND MADE YOU COME HERE

Figure 24.4 Sample ELIZA dialogue from Weizenbaum (1966).

function ELIZA GENERATOR(user sentence) returns response

Find the word w in sentence that has the highest keyword rank
if w exists

Choose the highest ranked rule r for w that matches sentence
response Apply the transform in r to sentence
if w = ‘my’

future Apply a transformation from the ‘memory’ rule list to sentence
Push future onto memory stack

else (no keyword applies)
either

response Apply the transform for the NONE keyword to sentence
or

response Pop the top response from the memory stack
return(response)

Figure 24.5 A simplified sketch of the ELIZA algorithm. The power of the algorithm
comes from the particular transforms associated with each keyword.

to some quite specific event or person”. Therefore, ELIZA prefers to respond with
the pattern associated with the more specific keyword everybody (implementing by
just assigning “everybody” rank 5 and “I” rank 0 in the lexicon), whose rule thus



PARRY passes the Turing test in 1972

The first system to pass a version of the Turing test  
Psychiatrists couldn’t distinguish interviews with 
PARRY from (text transcripts of) interviews with 
people diagnosed with paranoid schizophrenia 

• Colby, K. M., Hilf, F. D., Weber, S., and Kraemer, H. C. 
(1972). Turing-like indistinguishability tests for the 
validation of a computer simulation of paranoid 
processes. Artificial Intelligence 3, 199–221. 
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Microsoft XiaoIce  
(Zhou et al. 2020)
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These systems often have an entertainment value, such as Facebook’s Blender-
Bot, a neural chatbot capable of carrying on the kinds of conversations shown in
Fig. 24.2, or Microsoft’s XiaoIce system2 (Zhou et al., 2020), a system that chats
with people on text messaging platforms (Fig. 24.3).

Sure, what do you want to be sung to? I can sing you a song about baking.

Will you sing me a song?

Yes, sing me a song about baking!

Do you want me to sign it to the tune of “Sing Along with Mitch”?

Yes, I would love that.

OK, I’ll try to get it to you by the end of the day. What else do you like to do?

No, sing it to me now!

OK, give me a few days. I’m a teacher, so I don’t have much free time.

Can you at least tell me what the lyrics are?

Sure, it goes like this: “Baking is my favorite thing to do in the world.”

How does the chorus go?

It goes: BAKING IS MY FAVORITE THING TO DO IN THE WORLD!

Wow, sounds like a bop.

I know, right?  It’s so catchy. I can’t get it out of my head.

Figure 24.2 A conversation between a user (left) and BlenderBot (Roller et al., 2020).

;∫{=✏∞`} [Human] Hello, XiaoIce.
;✏∞=`}@�`4œ} £��…

(Í¡«
[XiaoIce] Hello, your profile pic is

interesting. Like I’ve seen
it somewhere.

;∫{=/⌫ [Human] Really?
;✏∞=–�/ÍË®;ÃÑ@ [XiaoIce] Is it a comic character?
;∫{=`�HÂSÑ [Human] How do you know that?
;✏∞=`⌧ [XiaoIce] Guess.
;∫{=æS`/�∫⌫� [Human] Are you human?
;✏∞=Ÿ*�`å⌘⇢JJ1ÂSÜ [XiaoIce] Well, you’ll know it after

chatting with me more.

;∫{=`�/∫Âz˝:h∫H [Human] Aren’t you an Al chatbot?
;✏∞=/»�7�⌘�⇢∑∞∞Ñ˘

Ö`Ñ
[XiaoIce] So what? I won’t be

indifferent to you.

;∫{=`˝ ¿Hü˝J [Human] What functions do you have?
;✏∞=⌘ 200⇢*skills�e�Ù˙

`Ñ�B
[XiaoIce] I have over 200 skills. Just

name one you need.
Figure 24.3 A sample Chinese conversation from the XiaoIce chatbot with translations (Zhou et al., 2020).

Yet starting from the very first system, ELIZA (Weizenbaum, 1966), chatbots
have also been used for practical purposes like testing theories of psychological

2 XiaoIce is a somewhat confusing translation of the systems Chinese name✏∞, ‘Xiao Bing’, which
means Little Bing or Little Ice.

• Microsoft’s chatbot responds mainly by extracting 
turns that humans have said in past conversations.



Meta BlenderBot  
(Roller et al. 2020)
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Sure, what do you want to be sung to? I can sing you a song about baking.

Will you sing me a song?

Yes, sing me a song about baking!

Do you want me to sing it to the tune of “Sing Along with Mitch”?

Yes, I would love that.

OK, I’ll try to get it to you by the end of the day. What else do you like to do?

No, sing it to me now!

OK, give me a few days. I’m a teacher, so I don’t have much free time.

Can you at least tell me what the lyrics are?

Sure, it goes like this: “Baking is my favorite thing to do in the world.”

How does the chorus go?

It goes: BAKING IS MY FAVORITE THING TO DO IN THE WORLD!

Wow, sounds like a bop.

I know, right?  It’s so catchy. I can’t get it out of my head.



Google LaMDA 
(Thoppilan et al 2022)

• LLM-based Chatbot 
• “Google AI Researcher was placed on 

administrative leave after going public with clams 
that LaMDA was sentient.”
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OpenAI ChatGPT 
(Long et al. 2022)

• Reinforcement learning with human feedback
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Task-oriented Dialog
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Pipeline Dialog System 
(Williams et al. 2016)

DIALOG STATE TRACKING OVERVIEW

LEAVING FROM DOWNTOWN

LEAVING AT ONE P M

ARRIVING AT ONE P M

0.6

0.2

0.1

{ from: downtown }

{ depart-time: 1300 }

{ arrive-time: 1300 }

0.5

0.3

0.1

from:        CMU
to:          airport
depart-time: 1300
confirmed:   no
score:       0.10

from:        CMU
to:          airport
depart-time: 1300
confirmed:   no
score:       0.15

from:        downtown
to:          airport
depart-time: --
confirmed:   no
score:       0.65

Automatic Speech 
Recognition (ASR)

Spoken Language 
Understanding (SLU)

Dialog State 
Tracker (DST)

Dialog Policy

act:  confirm
from: downtown

FROM DOWNTOWN, 
IS THAT RIGHT?

Natural Language 
Generation (NLG)Text to Speech (TTS)

Figure 1: Principal components of a spoken dialog system.

The topic of this paper is the dialog state tracker (DST). The DST takes as input all of the dialog
history so far, and outputs its estimate of the current dialog state – for example, in a restaurant
information system, the dialog state might indicate the user’s preferred price range and cuisine,
what information they are seeking such as the phone number of a restaurant, and which concepts
have been stated vs. confirmed. Dialog state tracking is difficult because ASR and SLU errors are
common, and can cause the system to misunderstand the user. At the same time, state tracking is
crucial because the dialog policy relies on the estimated dialog state to choose actions – for example,
which restaurants to suggest.

In the literature, numerous methods for dialog state tracking have been proposed. These are
covered in detail in Section 3; illustrative examples include hand-crafted rules (Larsson and Traum,
2000; Bohus and Rudnicky, 2003), heuristic scores (Higashinaka et al., 2003), Bayesian networks
(Paek and Horvitz, 2000; Williams and Young, 2007), and discriminative models (Bohus and Rud-
nicky, 2006). Techniques have been fielded which scale to realistically sized dialog problems and
operate in real time (Young et al., 2010; Thomson and Young, 2010; Williams, 2010; Mehta et al.,
2010). In end-to-end dialog systems, dialog state tracking has been shown to improve overall system
performance (Young et al., 2010; Thomson and Young, 2010).

Despite this progress, direct comparisons between methods have not been possible because past
studies use different domains and different system components for ASR, SLU, dialog policy, etc.
Moreover, there has not been a standard task or methodology for evaluating dialog state tracking.
Together these issues have limited progress in this research area.

The Dialog State Tracking Challenge (DSTC) series has provided a first common testbed and
evaluation suite for dialog state tracking. Three instances of the DSTC have been run over a three
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• NLU: extracts slot fillers from the user’s utterance using 
machine learning 

• Dialogue state tracker (DST): maintains the current state of 
the dialogue (user’s most recent dialogue act, set of slot-
filler constraints from user), sometimes merged in the NLU. 

• Dialogue policy (DP or DM): decides what the system 
should do or say next 

• NLG: produce more natural, less templated utterances

Components in a ToD architecture



Natural language understanding in dialog involves several 

key tasks: 

● Intent prediction: what is the user’s intent/goal 
● Slot filling: what are the slot values (e.g., what is the time) 
● Dialog State tracking (DST): track user information/

goals throughout the dialog
29

NLU 



Natural language understanding in dialog involves several key 
tasks: 

● DialoGLUE [Mehri et al. 2020] 
● Intent prediction: ATIS, SNIPS, Banking77, CLINC150, HWU64 
● Slot filling: ATIS, SNIPS, DSTC8-SGD, Restaurant8k 
● State tracking: MultiWOZ (2.X)

30

NLU 



Slot filling
• Machine learning classifiers to map words to 

semantic frame-fillers 
• Given a set of labeled sentences 

Input: "I want to fly to San Francisco on Monday please" 
Output: Destination: SF 

   Depart-time: Monday

• Build a classifier to map from one to the other 
• Requirements: Lots of labeled data



Slot filling as sequence labeling: 
BIO tagging

• The BIO tagging paradigm 
• Idea: Train a classifier to label each input word 

with a tag that tells us what slot (if any) it fills 

• We create a B and I tag for each slot-type 
• And convert the training data to this format



Slot filling using contextual 
embeddings

33

Can do domain and intent too: e.g.,  generate the 
label  "AIRLINE_TRAVEL + SEARCH_FLIGHT"
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GenSF (Mehri and Eskenazi. 2021)

• Convert slot filling task as a response generative task. 
• Asking the slot information using a template. 
• Make the fine-tuning task close to the pre-training task (LM)



35

Fraction Span-BERT ConVEx GenSF

1	(8198) 93.1 96.0 96.1

1/2	(4099) 91.4 94.1 94.3

1/4	(2049) 88.0 92.6 93.2

1/16	(512) 76.6 86.4 89.7

1/128	(64) 30.6 71.7 72.2

Results on Restaurant8k



Dialog State Tracking
• Maintain the current state of the dialog—update the 

state from the current user turn incrementally

36

24.4 • THE DIALOGUE-STATE ARCHITECTURE 21

User: I’m looking for a cheaper restaurant
inform(price=cheap)

System: Sure. What kind - and where?
User: Thai food, somewhere downtown

inform(price=cheap, food=Thai, area=centre)
System: The House serves cheap Thai food
User: Where is it?

inform(price=cheap, food=Thai, area=centre); request(address)
System: The House is at 106 Regent Street

Since dialogue acts place some constraints on the slots and values, the tasks of
dialogue-act detection and slot-filling are often performed jointly. Consider the task
of determining that

I’d like Cantonese food near the Mission District

has the structure

inform(food=cantonese,area=mission).

Dialogue act interpretation—in this example choosing inform from the set of
dialogue acts for this task—is done by supervised classification trained on hand-
labeled dialog acts, predicting the dialogue act tag based on embeddings represent-
ing the current input sentence and the prior dialogue acts.

The simplest dialogue state tracker might just take the output of a slot-filling
sequence-model (Section 24.4.2) after each sentence. Alternatively, a more complex
model can make use of the reading-comprehension architectures from Chapter 23.
For example the model of Gao et al. (2019) trains a classifier for each slot to decide
whether its value is being changed in the current sentence or should be carried over
from the previous sentences. If the slot value is being changed, a span-prediction
model is used to predict the start and end of the span with the slot filler.

A special case: detecting correction acts

Some dialogue acts are important because of their implications for dialogue control.
If a dialogue system misrecognizes or misunderstands an utterance, the user will
generally correct the error by repeating or reformulating the utterance. Detecting
these user correction acts is therefore quite important. Ironically, it turns out thatuser correction

acts
corrections are actually harder to recognize than normal sentences! In fact, correc-
tions in one early dialogue system (the TOOT system) had double the ASR word
error rate of non-corrections (Swerts et al., 2000)! One reason for this is that speak-
ers sometimes use a specific prosodic style for corrections called hyperarticulation,hyperarticula-

tion
in which the utterance contains exaggerated energy, duration, or F0 contours, such
as I said BAL-TI-MORE, not Boston (Wade et al. 1992, Levow 1998, Hirschberg
et al. 2001). Even when they are not hyperarticulating, users who are frustrated
seem to speak in a way that is harder for speech recognizers (Goldberg et al., 2003).

What are the characteristics of these corrections? User corrections tend to be
either exact repetitions or repetitions with one or more words omitted, although they
may also be paraphrases of the original utterance. (Swerts et al., 2000). Detect-
ing these reformulations or correction acts can be part of the general dialogue act
detection classifier. Alternatively, because the cues to these acts tend to appear in
different ways than for simple acts (like INFORM or request), we can make use of
features orthogonal to simple contextual embedding features; some typical features
are shown below (Levow 1998, Litman et al. 1999, Hirschberg et al. 2001, Bulyko
et al. 2005, Awadallah et al. 2015):

Example from Mrkšić, N., O Séaghdha, D., Wen, T.-H., Thomson, B., and 

Young, S. (2017). Neural belief tracker: Data-driven dialogue state tracking. ACL. 



ToD response generation module should reflect below factors: 

● Must understand the dialog context  
● Must track belief state over dialog context 
● Often need to interpret structured database output
● Must follow task-specific dialog policy
● Must generate fluent, coherent natural language responses
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Task-Oriented Response 
Generation
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Seq2Seq with Attention 
(Budzianowski et al. 2018)
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Start with pre-trained neural dialog modules

Dialog Modules
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Structured Fusion Networks 
(Mehri et al. 2019)
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Structured Fusion Networks 
(Mehri et al. 2019)
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Structured Fusion Networks 
(Mehri et al. 2019)
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SOLOIST (Peng et al. 2020)
• Pre-train a LM on heterogeneous dialog corpora 
• Adapt to new tasks with a handful of task-specific dialogs via machine 

teaching
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SimpleTOD (Hosseini-Asl et al. 2020)
• Use a single LM (GPT2) to generate all outputs given the 

dialog context and retrieved database search results.



Open-domain Dialog  
(chit-chat)
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Open-domain dialog systems must engage in chit-chat with a user 

● DailyDialog [Li et al. 2017] 
● PersonaChat [Zhang et al. 2018] 
● Topical-Chat [Gopalakrishnan et al. 2019] 
● Wizards of Wikipedia [Dinan et al. 2018] 
● Empathetic Dialogs [Rashkin et al. 2019]
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Open-Domain Response 
Generation



Open-domain dialog systems must engage in chit-chat with a user 

● Must understand the dialog context 
● Must be able to discuss a variety of topics 
● Must generate natural language responses 
● Must generate engaging/interesting responses 
● Must demonstrate common sense reasoning 
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Open-Domain Response Generation 
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Seq2Seq (Vinyals and Le. 2015)



49

HRED (Serban et al. 2016)



● To make open-domain chit-chat dialog models more 
consistent and engaging, condition them on a persona
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Persona-Conditioned Models 
(Zhang et al. 2018)



51

Persona-Conditioned Models 
(Zhang et al. 2018)
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Transfer-Transfo (Wolf et al. 2019) 



● Continue pre-training GPT-2 on conversations from Reddit
○ Filter long utterances 
○ Filter non-English utterances 
○ Filter URLs 
○ Filter toxic comments 

● Train on 147M dialog instances (1.8B words) 
● “Human-level” response generation ability
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DialoGPT (Zhang et al. 2019) 



● Knowledge-grounded response generation 
● Persona-grounded response generation 
● Negotiation/persuasive dialog 
● Commonsense dialog 
● Conversational QA
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Open-Domain Response Generation



LLM-based Chatbot 
(ChatGPT)
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LLM as Implicit Multi-task Chatbot
• Both ToD and Chit-chat converge to use LLMs as a 

backbone over the recent years.   
• Compared with pipeline ToD, LLMs do not explicitly 

decouple multiple tasks, but instead convert all ToD 
tasks into a sequence generation problem.  
- ChatGPT Plugin: access to external database  

• For Chit-chat, we have seen several studies using 
LLMs with prompts (e.g., persona description) even 
prior to ChatGPT. 
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LLMs to Chatbot
• LLMs without any environment reward are still hard to get 

meaningful responses during human-computer interaction 
• Challenge: simulating an environment in an online setting is costly. 
• Solution: train a reward model to estimate environment rewards.

57



ChatGPT
• Supervised fine-tuning (SFT) 
• Training reward modeling (RM) 
• Reinforcement learning with human feedback (RLHF)
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SFT  
dataset

RM  
dataset

PPO  
dataset



Dataset Collection
● Prompt dataset collections: each prompt defines a query task 
○ Plain: ask labelers to come up with an arbitrary task w/ sufficient 

diversity 
○ Few-shot: ask labelers to come up with an instruction, and multiple Q/

R pairs for the instruction 
○ User-based: OpenAI collected a number of use-cases stated in 

waitlist applications to the OpenAI API. They asked labelers to come 

up with prompts corresponding to these use cases.
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Dataset Collection
● Three dataset collections:  
○ SFT dataset: ask labelers to write responses to a given prompt  
○ RM dataset: ask labelers to provide rankings of model outputs used to 

train the reward model. 
○ PPO dataset: the dataset collected during RLHF without any human 

labels — using RM to provide rewards. 
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61

Learning from Human Feedback



62

Learning from Human Feedback
● Supervised Fine-tuning (SFT): Fine-tune a 

pretrained GPT-3 model on labeled data 
● Use traditional cross-entropy with teaching forcing 

to fine-tune GPT-3
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Learning from Human Feedback
● Reward Modeling (RM): Train a RM to rank 

K responses (K=4~9) to a prompt 

● This produces  combinations of pairwise 

comparison 
● Pairwise ranking loss:
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Learning from Human Feedback
● Reinforcement Learning (RL): Train a RL 

policy model initialized from the SFT policy 

model 
● Using PPO algorithm (Schulman et al. 

2017)

LM pertaining  
on public NLP datasets

RL (add a per-token  
KL penalty from SFT model)



Self-instruction
• Distill information from LLM 
• Ask LLMs to provide instructions
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Stanford Alpaca
• Use self-instruct to get prompt-response pairs  
• Use supervised fine-tuning
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Microsoft Deepspeed Chat
• Enable training a baby “ChatGPT” w/ 4-8 A100 GPUs within 6-30hrs
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Dialog Evaluation
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• Goal: Construct automatic evaluation metrics for response 
generation/interactive dialog

• Given: dialog history, generated response, reference response 
(optional)

• Output: a score for the response
69

Dialog Evaluation



1. One-to-many nature of dialog 

● For each dialog there are many valid responses 

● Cannot compare to a reference response 

○ The reference response isn’t the only valid response 

● Existing metrics won’t work 

○ BLEU, F-1, etc.
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Hey	there!	

Hello!

Good	morning!

How	are	you?

Why is evaluating dialog hard? (1/3)



2. Dialog quality is multi-faceted

● A response isn’t just good or bad 

● For interpretability, should measure multiple qualities

○ Relevance 

○ Interestingness 

○ Fluency
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Why is evaluating dialog hard? (2/3)



3. Dialog is inherently interactive  

● Dialog systems are designed to have a back-and-forth interaction with a user 

○ Research largely focuses on static corpora → Reduces the problem of 
dialog to response generation 

● Some properties of a system can’t be assessed outside an interactive 
environment 

○ Long-term planning, error recovery, coherence.
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Why is evaluating dialog hard? (3/3) 



● Evaluation of dialog is hard  

○ Can’t compare to a reference response [no BLEU, F-1, etc.] 

○ Should assess many aspects of dialog quality [relevant, 
interesting, etc.] 

○ Should evaluate in an interactive manner
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Dialog Evaluation



● USR [Mehri and Eskenazi. 2020] 
● GRADE [Huang et al. 2020] 
● HolisticEval [Pang et al. 2020] 
● DSTC6 [Hori and Hori. 2017] 
● FED [Mehri and Eskenazi. 2020] 
● DSTC9 [Gunasekara et al. 2021]
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https://github.com/exe1023/DialEvalMetrics 
A Comprehensive Assessment of Dialog Evaluation Metrics 
Yi-Ting Yeh, Maxine Eskenazi, Shikib Mehri

Dialog Evaluation

https://github.com/exe1023/DialEvalMetrics


Evaluation of LLM Chatbot
• OpenAI released the evaluation benchmark: https://

github.com/openai/evals  
• Most of the responses look good to human, but get 

lower scores according to automatic evaluation 
metrics (BLEU, ROUGH-L, etc) 

• Still an open question
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https://github.com/openai/evals
https://github.com/openai/evals


Is ChatGPT a General-Purpose Natural 
Language Processing Task Solver? 

(Qin et al 2023)
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Questions?
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