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What is Text-based QA?
• Read a passage, try to answer questions about that 

passage (also called "machine reading") 

• Contrast to knowledge-base QA (later class), need to 
match to unstructured data source.

Who was the oldest US president to take office?

Text-
based QA

Knowledge-
base QA



QA Tasks



Machine Reading Question 
Answering Formats

• Multiple choice question 

• Span selection 

• Cloze (fill-in-the-blank) style 

• (Information extraction)



Multiple-choice 
Question Tasks

• MCTest (Richardson et 
al. 2013): 500 passages 
2000 questions about 
simple stories 

• RACE (Lai et al. 2017): 
28,000 passages 
100,000 questions from 
English comprehension 
tests



Span Selection
• SQuAD (Rajpurkar et al. 

2016): 500 passages 
100,000 questions on 
Wikipedia text 

• TriviaQA (Joshi et al. 
2017): 95k questions, 
650k evidence documents 
(distant supervision)



Cloze Questions
• CNN/Daily Mail dataset: Created from summaries 

of articles, have to guess the entity

• Entities anonymized to prevent co-occurance clues



Generative QA
• Generate an output, not 

constrained 

• NarrativeQA: Generate an 
answer based on a story 
(Kočiský et al. 2018) 

• Similarities to query-based 
summarization 

• Evaluation difficult -- NLG 
metrics (BLEU/ROUGE) or 
retrieval metrics (MRR)



What is Necessary for Text-
based QA?

• We must take a large amount of information and 
extract only the salient parts 
→ Attention models  
→ Retrieval models 

• We must perform some sort of reasoning about the 
information that we’ve extracted 
→ Multi-step Reasoning



Attention Models for 
Machine Reading



A Basic Model for 
Document Attention

• Encode the document and the question, and 
generate an answer (e.g. a sentence or single word)

Document Question

encode

predict Answer

• Problem: encoding whole documents with high 
accuracy and coverage is hard!



A Popular Attempt: Bidirectional 
Attention Flow 

(Seo et al. 2017)
• Calculate doc2ctxt, ctxt2doc attention 
• Both representations concatenated to word representations themselves 

in the document



Pre-trained Contextualized 
Representations

• Now standard to use BERT or other contextualized 
representations (Devlin et al. 2019)



Word Classification vs. 
Span Classification

• In span-based models, we need to choose a multi-word span 
 
 
 
 

• In contrast: 

• Previous single-word machine reading models choose a 
single word or entity 

• Other models such as NER choose multiple spans



Generative QA Models

• Feed in input passage 
and question, use 
decoder to output answer 

• Example: UnifiedQA 
(Khashabi et al. 2020), 
trained on many different 
datasets 

• Format each dataset 
into input/output format 

• Base model: T5



Multi-hop Reasoning



Multi-hop Reasoning
• It might become clear that more information is 

necessary post-facto

Example: Kumar et al. 2016

John went to the hallway
John put down the football

Q: Where is the football?

Step 1: Attend to football Step 2: Attend to John



Multi-hop Reasoning 
Datasets

• Datasets explicitly created to 
require multiple steps through 
text 

• Often labeled with "supporting 
facts" to demonstrate that 
multiple steps are necessary 

• e.g. HotpotQA (Yang et al. 
2018) 

• As always, be aware of dataset 
bias... (Chen and Durrett 2019)



Explicit Question Decomposition 
for Multi-hop Reasoning

• In many multi-hop 
questions, it's 
possible to split into 
multiple questions 

• This can be done 
manually (Wolfson et 
al. 2020) 

• By rules+reranking, 
or learning (Min et al. 
2019)



Memory Networks 
(Weston et al. 2014)

• A general formulation of models that access external 
memory through attention and specific instantiation for 
document-level QA 

• In specific QA model, first do arg-max attention: 
 

• But with additional argmax step to get a second element 
from memory, conditioned on first 
 

• Use both to get the answer



Softened, and Multi-layer 
Memory Networks (Sukhbaatar et al. 2015)

• Use standard softmax attention, and multiple layers



When to Stop Reasoning?

• A fixed number of sequences (e.g. Weston et al. 
2014) 

• When we attend to a “stop reasoning” symbol (e.g. 
Kumar et al. 2016) 

• Have an explicit “stop reasoning” predictor (e.g. 
Shen et al. 2017)



Retrieval-based QA Models



Coarse-to-fine/Retrieval-based 
Question Answering (Choi et al. 2017)
• First, decide which sentence to cover, then reason

• This is also a variety of multi-hop reasoning 
• Applies to retrieval + QA as well (Chen et al. 2017)



Retrieval Augmented Generation (RAG) 
(Lewis et al. 2020)

• Scale retrieval + generation based QA to large 
document collections (e.g. Wikipedia)

• Can be scaled to multiple hops as well (Xiong et al. 
2020)



Retrieval + Masked Language Model

• A language model 
can be used to solve 
Cloze-style questions 
(e.g. Petroni et al. 
2019) 

• These two paradigms 
can be combined! 
Retrieve + masked 
language model (e.g. 
REALM, Guu et al. 
2020)



Question Answering with 
Context (Choi et al. 2018, Reddy et al. 2018)

• Answer questions in 
sequence, so context 
from previous questions 
must be used in next 
answer



A Caveat about Data Sets



All Datasets Have Their 
Biases

• No matter the task, data bias matters 

• Domain bias 

• Simplifications 

• In particular, for reading comprehension, real, large-
scale (copyright-free) datasets are hard to come by 

• Datasets created from weak supervision have not 
been vetted



A Case Study: bAbI 
(Weston et al. 2014)

• Automatically generate synthetic text aimed at 
evaluating whether a model can learn certain 
characteristics of language

• Problem: papers evaluate only on this extremely 
simplified dataset, then claim about ability to learn 
language



An Examination of CNN/
Daily Mail (Chen et al. 2015)

• Even synthetically created real datasets have problems! 
• An analysis of CNN/Daily Mail revealed very few 

sentences required multi-sentence reasoning, and many 
were too difficult due to anonymization or wrong 
preprocessing



Adversarial Examples in 
Machine Reading (Jia and Liang 2017)

• Add a sentence or 
word string specifically 
designed to distract the 
model 

• Drops accuracy of 
state-of-the-art models 
from 81 to 46



Adversarial Creation of New 
Datasets? (Zellers et al. 2018)

• Idea: create datasets that current models do poorly 
on, but humans do well 

• Process:
• Generate potential answers from LM 
• Find ones that QA model does poorly on 
• Have humans filter for naturalness 

• Problem: Adversarial examples can be artificially 
hard/noisy, not representative



Natural Questions 
(Kwiatkowski et al. 2019)

• Opposite approach: 

• create questions 
naturally from search 
logs 

• use crowdworkers to 
find corresponding 
evidence



Symbolic Reasoning + 
Neural Nets



An Aside: Traditional 
Computational Semantics

• Reasoning is something that traditional semantic 
representations are really good at! 
 
 
 
 
 
 

• See "Representation and Inference for Natural 
Language" (Blackburn & Bos 1999) 

• Most neural networks are just a very rough approximation...



Numerical Calculation
• Neural networks are 

poor at numerical 
computation 

• Word embeddings 
encode numbers, 
but not consistently 
(Naik et al. 2019, 
Wallace et al. 2019)



Machine Reading with 
Symbolic Operations

• Can we explicitly incorporate numerical reasoning in 
machine reading? 

• e.g. DROP dataset (Dua et al. 2019)



Solving Word Problems w/ 
Symbolic Reasoning

• Idea: combine semantic parsing (with explicit 
functions) and machine reading 

• e.g. Gupta et al. (2020)



Questions?


