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|_Ogistics

e (Course project discussion on Mar 25, Apr 1:

e Fach team can reserve 15mins to talk with the
iINstructor and TA

* Reservation link: https://docs.google.com/
spreadsheets/d/1775J6 TBp2M12w3-
Xv2CKOZ2lIAFen VyAs3xo5XNgaiEU/edit#gid=0

 For an in-depth discussion, send us an emalill


https://docs.google.com/spreadsheets/d/1775J6TBp2M12w3-Xv2CkO2liAFen_VyAs3xo5XNgiEU/edit#gid=0
https://docs.google.com/spreadsheets/d/1775J6TBp2M12w3-Xv2CkO2liAFen_VyAs3xo5XNgiEU/edit#gid=0
https://docs.google.com/spreadsheets/d/1775J6TBp2M12w3-Xv2CkO2liAFen_VyAs3xo5XNgiEU/edit#gid=0
https://docs.google.com/spreadsheets/d/1775J6TBp2M12w3-Xv2CkO2liAFen_VyAs3xo5XNgiEU/edit#gid=0

Multi-task Learning

(Caruana 1997)

* [rain representations to do well on multiple tasks at once
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Applications of Multi-task
| earning

Perform multi-tasking when one of your two tasks has
fewer data

Plain text — labeled text
(e.g. LM -> parser)

General domain — specific domain
(e.g. web text = medical text)

High-resourced language — low-resourced
language
(e.g. English = Telugu)



Advanced Multi-tasking
Viethodology
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e \What parameters do we update and how?
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 How do we sample/weight our different tasks?




Multi-Domalin Learning



Domains in NLP

* One task, but incoming data could be from very
different distributions
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e Sometimes domains are labeled, sometimes they

are not




What's In a 'Domain’

(Stewart 2019)

 Mathematically, joint distribution over inputs and
outputs differs over domains 1 and 2

Pi1(X,Y) # Py (X,Y)

* |n practice:
- Content, what is being discussed
- Style, the way in which it is being discussed

- Labeling Standards, the way that the same data is
labeled



Types of Domain Shitt

- Covariate Shift: The input changes but not the

labeling
P (X) # Pia(X)  Pa(Y|X) = Pae(Y]X)

- Concept Shift: The conditional distribution of labels

changes (e.q. different labeling standards)

Pi1(X) = Pga(X) Py (Y|X) # Ppe(Y|X)



Out of Distribution/Domain (O0OD)

- Generalization

 Domain adaptation: train on many domains, adapt
to a target domain at testing

 Domain robustness: train on many domains,
perform well on all domains (esp. minority domains)

- Detection

e Binary classification: detect whether a test example
s an OOD example or not.



Domain Adaptation

* [rain on many domains, or a high-resourced domain

NEews text
\f \ & 4 4 4
> ) B g <

medical text | Encoderj—» —| Translation
spoken /////
language

e Jest on alow-resourced domain (target domain)

—| [ranslation

~ ™) By @ G G
medaical text . Encoder —

\_ J

- Supervised adaptation: train w/ target-domain labeled data
- Unsupervised adaptation: train w/o target-domain labeled data




Domain Robustness

* Jrain on many domains and do well on all of them
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* Robustness to minority domains

o Zero-shot robustness to domains not in training

data




Multilingual Learning



Simple Detailed Hybrid

Y AT RISK ENDANGERED SEVERELY ENDANGERED DORMANT AWAKENING VITALITY UNKNOWN +

nallz

Viozambique

Uruquay

Some languages lack geographic data
Back to home page : and do not appear on this map.

Map data ©2018 Google, INEGI | Terms of Us

http://endangeredlanguages.com/



Similarity Across Languages

e Many languages share similar word roots

Cognates (joint origin) L oan WWords (borrowed from another)
Arapic: gahwa
English: nignt Turkish:  kahveh
French: NUIt English:  coffee
Russian:  noch Japanese:  kohi
Bengali: nisN Chinese:  kafei

e |anguages share a considerable amount of underlying
structure, e.g. word order, grammar.

he decided to buy two apples

ta juéeding mai liang ge pingguo
f RE X W T FR
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Multilingual Training
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Now our best tool for applying methods to low-resourced languages



| anguages as bomains

 Multilingual learning is an extreme variety,
different language = different domain

- Adaptation: Improve accuracy on lower-resource
languages by transterring knowledge from higher-resource
languages

- Robustness: Use one model for all languages, instead of
one for each

- At the same time, much more complexity!
— Requires modeling similarities/differences in lexicon,
morphology, syntax, semantics, culture



\Viodel-based Methods
(mostly Parameter Sharing Methods)



How to Share Parameters?

o Share all parameters
* e.g. single model for all domains

* Share some model components, not others
* ©.0. share encoder, separate decoder

* Very small number of unshared parameters

* e.9. asingle embedding specifying the domain



~ull Parameter Sharing

* |gnore domain differences, just train a single model
— Standard first step in multi-domain learning

e Also done multi-lingually
 Multilingual MT into English (Neubig and Hu 2018)

 Multi-lingual pre-trained LMs (Devlin et al. 2019, Wu
and Dredze 2019)

* Cannot achieve ideal accuracy under concept shift



Simple Parameter
Decoupling: Domain lag

 Append a domain tag to input (Chu et al. 2017)

<News> News text
<med> medical text

* [ranslate into several languages by adding a tag
about the target language (Johnson et al. 2017)

<fr> this is an example = cecli est un exemple
<ja> this is an example = C(EH|TT

* |ntroduces a small number of parameters
(=embedding size) for each domain



Vinimal Parameter
Decoupling Often Insufficient

 E.g. In multilingual learning

e |n afixed sized model, the
per-language capacity
decreases as we Increase
the number of languages

Accuracy

* |ncreasing the number of
languages
—> decrease Iin the quality 715300 60 100

of all language accuracy Number .oflanguages
(Caneau et al. 201 9) Il Low res. & High res. o All




Aggressive Parameter
Decoupling

 E.g. In multilingual MT, one encoder or decoder per
language (Firat et al. 2016)

N encoagers M decoders
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o
e Problems:

 Can't share when languages/domains are legitimately
similar

* Explosion in number of parameters



Minimal Parameter Decoupling
Example: Adapters

* Freeze the parameters

of an already-trained D e (E ________
mode T Q) | [oooooo] |
l [ e ] I I Feedforward

® Add a SmaH ‘ayer per l [ZxFe?ady-eorrwardJ : : i _
task to the already- B Noniinearty
trained model g ® L 00

o Transformer architecture | [ W) | { | [000000CI] |
example from Houlsby - e g RERE R— '

et al. (2019)



Regularization Methods for
AdaptatiOn (e.g. Barone et al. 2017)

* Pre-training relies on the fact that we won't move too far from the
Initialized values

 \We need some form of regularization to ensure this

o Early stopping: implicit regularization — stop when the model
starts to overtit

* Explicit regularization: L2 on difference from initial
parameters

(Oadapt) = Y —log P(Y | X;0adapt) + ||0ais sl
(X,Y)e(X,Y)

Qadapt — Qpre - ‘gdsz

* Dropout: Also implicit regularization, works pretty well



Soft Parameter Tying for
Multi-task Learning

* [tIs also possible to share parameters loosely between
various tasks

 Parameters are regularized to be closer, but not tied in a
hard fashion (e.g. Duong et al. 2015)

SOURCE - LANGUAGE PARSER TARGET - LANGUAGE PARSER
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Selective Parameter Adaptation

e Sometimes best to adapt subset of parameters

e e.g. cross-lingual transter for neural MT (Zoph et al. 2016)—
train on a high resource language first, and fine-tune parts of
the parameters on a low resource language

Setting Dev | Dev

BLEU | PPL
No retraining 0.0 | 112.6
Retrain source embeddings 7.7 | 24.7
+ source RNN 11.8 | 17.0
+ target RNN 14.2 | 14.5
+ target attention 15.0 | 139
+ target input embeddings 147 | 13.8
+ target output embeddings 13.7 | 14.4

o Share sub-networks of the Transformer (Sachan and
Neubig 2018)



Feature Space
Regularization

* [ry to regularize the tfeatures spaces learned to be
closer to each-other (e.g. Ganin et al. 2016)
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|_earning-based Methods
(Mostly Task Weighting)



Handling Ditferent Tasks in
| earning

e How much to learn on each task”

- Task Weighting: Ditterently weight loss functions
from different tasks

- Task Sampling: Similar to weighting, modity
sampling proportion

When to learn on each task”

- Curriculum Learning: Choose the ordering of tasks



Simple Task Weighting
Strategies

* Uniform: Sample/weight all tasks with equal probability

* Proportional: Sample/weight tasks according to data
Size

 Temperature-based: Sample tasks according to data
size exponentiated by 1/1 (Arivazhagan et al. 2019)

\

-y
High Resource (HR) Medium Resource (MR) Low Resource (LR)

Sampling Probability



Data-ariven lask Weignting

* Loss Scaling: For each task, estimate the variance of the
neural network output assuming the output follows a
gaussian distribution. Scale the loss according to variance
w/ regularizer (Kendall et al. 2018)

L;
p(ylfW (x)) = N(EW(x),0%)  Ltotal = Z o0 - log o0

U

- Task Weight Optimization: Optimize weights of each task
to Improve accuracy on a development set (e.g. Dery et al.
2021)

y upweight tasks w/
downweight tasks w/ \V/% similar gradients

divergent gradients v



Choosing Transfer Tasks

* \We have many tasks that we could be choosing from!

 Intuitive selection: more similar task benefit more

Generate Training Data

 Empirical selection: run

| Ly 1: Transfer Language 1 Ly o: Transfer Language 2
many tranSfer experl ments Ly Task Language Ly Task Language
aﬂd dedUCe I’U‘@S l Transfer i Transfer

Learning Learning
NLP Model 1 NLP Model 2
* Choosing transfer score(Ly 1, Lul score(Ls 5, Lyl
. | -
‘an g U ag eS (l—l [ et a‘ . 20 1 9) Train Transfer<L;19uage Ranker

score(Ly 1, Lik)
SCOI'G(L"z, Ltk)

* Multi-task learning on one l’Lea,,,,,,g,oRa,,k
‘anguage (VU et a‘ 2020) :Transfer Language Ranker:



Distributionally Robust
Optimization

e \We'd like to find find a model that does well over
multiple domains

- Distributionally robust optimization optimizes the
worst-case 10ss (loss on the worst task)

£ = argmin max £(6)
v L

 NLP applications to LM across domains (Oren et al.
2019) and MT across languages (Zhou et al. 2021)



INnherently Multilingual
Considerations



Handling Different Scripts

* Use phonological
representations to make
the similarity between
languages apparent.

 E.g. Rijhwani et al (2019)
INK between entities In
different languages In
oronunciation space

Marathi [Mﬁﬂammwwm]

Gloss: [Poland] is a country in Central Europe.

Cross-lingual Entity Linking

ﬁlﬁi‘a’ ————eeeeeeell P OlaNd
Marathi

Grapheme Pivoting

gidis —> Ulds Poland
Marathi Hindi
Phoneme Pivoting
polanda ——» polee:nde powland
Marathi IPA Hindi IPA English IPA



Using Parallel Data

o Often we have translations in multiple languages

* Annotation projection: induce annotations in the
target language using parallel data or bilingual
dictionary (Yarowsky et al, 2001).

Tagger Output DT NNS VBG NN
English The laws ... ... l1ving room ...
French Les lois ... g ... salon ...

Induced Tags DT NNS NN



Questions?



