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Logistics

• HW 1’s due date will be Feb 20 11:59PM. 

• The office hour of the instructor (Junjie Hu) is 
updated to 4-5PM on Friday.



Language Models
• Language models are generative models of text

Text Credit: Max Deutsch (https://medium.com/deep-writing/)

“The Malfoys!” said Hermione. 

Harry was watching him. He looked like Madame Maxime. When she strode 
up the wrong staircase to visit himself. 

“I’m afraid I’ve definitely been suspended from power, no chance — indeed?” 
said Snape. He put his head back behind them and read groups as they crossed 
a corner and fluttered down onto their ink lamp, and picked up his spoon. The 
doorbell rang. It was a lot cleaner down in London.



Conditioned Language Models
• Not just generate text, generate text according to 

some specification, i.e.,  

Input X Output Y (Text)

English Japanese

Task

Translation
Structured Data NL Description NL Generation

Document Short Description Summarization
Utterance Response Response Generation

Image Text Image Captioning
Speech Transcript Speech Recognition



Formulation and Modeling



Calculating the Probability of 
a Sentence

P (X) =
IY

i=1

P (xi | x1, . . . , xi�1)

Next Word Context



Conditional Text Generation Models

Added Context!

Sometimes we add some special tokens to Y: 
• : start of sentence token, i.e., “[SOS]” or “<s>” 
• : end of sentence token, i.e., “[EOS]” or “</s>”



(One Type of) Language Model 
(Mikolov et al. 2011)
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(One Type of) Conditional Language Model 
(Sutskever et al. 2014)

I hate this movie

kono eiga ga kirai

I hate this movie

Encoder

Decoder



How to Pass Hidden State?
• Initialize decoder w/ encoder (Sutskever et al. 2014)

encoder decoder

• Transform (can be different dimensions)

encoder decodertransform

• Input at every time step (Kalchbrenner & Blunsom 2013)

encoder

decoder decoder decoder

• Attention -> next class



Methods of Generation



The Generation Problem
• We have a model of , how do we use it to generate 

a sentence? 

• Three methods: 

• Sampling: Try to generate a random sentence according 
to the probability distribution. 

• Argmax: Try to generate the sentence by taking one 
word with the highest score at each time step. 

• Beam search: Try to approximately generate the 
sentence with the “highest” overall score.



Sampling

• Generate words one-by-one by the conditioned 
probability at each time step 
 
 
 

• Namely, sampling a sentence 

while  != “[EOS]”: 
   



Greedy Search
• One by one, pick the single highest-probability word

Problems:
• Will often generate the “easy” words first 
• Will prefer multiple common words to one rare word 
• May return a poor sentence that has low probabilities of 

words at the end.

while  != “[EOS]”: 
   



Example: Greedy Search

• Decode the most likely sequence

A:0.48 
One:0.51

[SOS]Un chiot mignon

x2

<latexit sha1_base64="Lql9aWO6BcULvEGgmjE81heTy+Q=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRU9S8OKxgmmFNpTNdtou3WzC7kYsob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMCxPBtXHdb6ewtr6xuVXcLu3s7u0flA+PWjpOFUOfxSJWDyHVKLhE33Aj8CFRSKNQYDsc38z89iMqzWN5byYJBhEdSj7gjBor+U+9rDbtlStu1Z2DrBIvJxXI0eyVv7r9mKURSsME1brjuYkJMqoMZwKnpW6qMaFsTIfYsVTSCHWQzY+dkjOr9MkgVrakIXP190RGI60nUWg7I2pGetmbif95ndQMroKMyyQ1KNli0SAVxMRk9jnpc4XMiIkllClubyVsRBVlxuZTsiF4yy+vklat6tWrF3f1SuM6j6MIJ3AK5+DBJTTgFprgAwMOz/AKb450Xpx352PRWnDymWP4A+fzB9MvjrE=</latexit>

x1

<latexit sha1_base64="9/UzW2I7j3HA2LpbfmDXIiIRUf4=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoicpePFYwbSFNpTNdtou3WzC7kYsob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMCxPBtXHdb6ewtr6xuVXcLu3s7u0flA+PmjpOFUOfxSJW7ZBqFFyib7gR2E4U0igU2ArHtzO/9YhK81g+mEmCQUSHkg84o8ZK/lMv86a9csWtunOQVeLlpAI5Gr3yV7cfszRCaZigWnc8NzFBRpXhTOC01E01JpSN6RA7lkoaoQ6y+bFTcmaVPhnEypY0ZK7+nshopPUkCm1nRM1IL3sz8T+vk5rBdZBxmaQGJVssGqSCmJjMPid9rpAZMbGEMsXtrYSNqKLM2HxKNgRv+eVV0ryoerXq5X2tUr/J4yjCCZzCOXhwBXW4gwb4wIDDM7zCmyOdF+fd+Vi0Fpx85hj+wPn8AdGqjrA=</latexit>

x3

<latexit sha1_base64="QofCmIslUy58TIpGSFPN5YJrf/g=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KolW9CQFLx4rmLbQhrLZbtqlm03YnYgl9Dd48aCIV3+QN/+N24+Dtj4YeLw3w8y8MJXCoOt+Oyura+sbm4Wt4vbO7t5+6eCwYZJMM+6zRCa6FVLDpVDcR4GSt1LNaRxK3gyHtxO/+ci1EYl6wFHKg5j2lYgEo2gl/6mbX4y7pbJbcacgy8SbkzLMUe+Wvjq9hGUxV8gkNabtuSkGOdUomOTjYiczPKVsSPu8bamiMTdBPj12TE6t0iNRom0pJFP190ROY2NGcWg7Y4oDs+hNxP+8dobRdZALlWbIFZstijJJMCGTz0lPaM5QjiyhTAt7K2EDqilDm0/RhuAtvrxMGucVr1q5vK+WazfzOApwDCdwBh5cQQ3uoA4+MBDwDK/w5ijnxXl3PmatK8585gj+wPn8AdS0jrI=</latexit>

y0

<latexit sha1_base64="OH0JId1Jt3SU5NS67Z7ryAZOD9I=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHisYD+gDWWznbRLN5uwuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzgkRwbVz32ymtrW9sbpW3Kzu7e/sH1cOjto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2AkmdzO/84RK81g+mixBP6IjyUPOqLFSKxvk7nRQrbl1dw6ySryC1KBAc1D96g9jlkYoDRNU657nJsbPqTKcCZxW+qnGhLIJHWHPUkkj1H4+P3ZKzqwyJGGsbElD5urviZxGWmdRYDsjasZ62ZuJ/3m91IQ3fs5lkhqUbLEoTAUxMZl9ToZcITMis4Qyxe2thI2poszYfCo2BG/55VXSvqh7l/Wrh8ta47aIowwncArn4ME1NOAemtACBhye4RXeHOm8OO/Ox6K15BQzx/AHzucP0a2OsA==</latexit>

ŷ1

<latexit sha1_base64="8UWlwWo1VNocyTObRV4/zC388fA=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0ZMUvHisYD8gDWWz3bRLN7thdyKEkJ/hxYMiXv013vw3btsctPXBwOO9GWbmhYngBlz326msrW9sblW3azu7e/sH9cOjrlGppqxDlVC6HxLDBJesAxwE6yeakTgUrBdO72Z+74lpw5V8hCxhQUzGkkecErCSP5gQyLNimHvFsN5wm+4ceJV4JWmgEu1h/WswUjSNmQQqiDG+5yYQ5EQDp4IVtUFqWELolIyZb6kkMTNBPj+5wGdWGeFIaVsS8Fz9PZGT2JgsDm1nTGBilr2Z+J/npxDdBDmXSQpM0sWiKBUYFJ79j0dcMwois4RQze2tmE6IJhRsSjUbgrf88irpXjS9y+bVw2WjdVvGUUUn6BSdIw9doxa6R23UQRQp9Ixe0ZsDzovz7nwsWitOOXOM/sD5/AGnqpF+</latexit>

puppy:0.53 
cute:0.47

ŷ2

<latexit sha1_base64="j0H1j1rP/K1EdeVKd6SI0saFHzY=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lKRU9S8OKxgv2ANpTNdtMu3eyG3YkQQn6GFw+KePXXePPfuG1z0NYHA4/3ZpiZF8SCG3Ddb6e0sbm1vVPereztHxweVY9PukYlmrIOVULpfkAME1yyDnAQrB9rRqJAsF4wu5v7vSemDVfyEdKY+RGZSB5ySsBKg+GUQJbmo6yRj6o1t+4ugNeJV5AaKtAeVb+GY0WTiEmgghgz8NwY/Ixo4FSwvDJMDIsJnZEJG1gqScSMny1OzvGFVcY4VNqWBLxQf09kJDImjQLbGRGYmlVvLv7nDRIIb/yMyzgBJulyUZgIDArP/8djrhkFkVpCqOb2VkynRBMKNqWKDcFbfXmddBt1r1m/emjWWrdFHGV0hs7RJfLQNWqhe9RGHUSRQs/oFb054Lw4787HsrXkFDOn6A+czx+pL5F/</latexit>

One

ŷ1

<latexit sha1_base64="8UWlwWo1VNocyTObRV4/zC388fA=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0ZMUvHisYD8gDWWz3bRLN7thdyKEkJ/hxYMiXv013vw3btsctPXBwOO9GWbmhYngBlz326msrW9sblW3azu7e/sH9cOjrlGppqxDlVC6HxLDBJesAxwE6yeakTgUrBdO72Z+74lpw5V8hCxhQUzGkkecErCSP5gQyLNimHvFsN5wm+4ceJV4JWmgEu1h/WswUjSNmQQqiDG+5yYQ5EQDp4IVtUFqWELolIyZb6kkMTNBPj+5wGdWGeFIaVsS8Fz9PZGT2JgsDm1nTGBilr2Z+J/npxDdBDmXSQpM0sWiKBUYFJ79j0dcMwois4RQze2tmE6IJhRsSjUbgrf88irpXjS9y+bVw2WjdVvGUUUn6BSdIw9doxa6R23UQRQp9Ixe0ZsDzovz7nwsWitOOXOM/sD5/AGnqpF+</latexit>

cute:0.05 
is:0.70 

[EOS]:0.25

puppy

ŷ2

<latexit sha1_base64="j0H1j1rP/K1EdeVKd6SI0saFHzY=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lKRU9S8OKxgv2ANpTNdtMu3eyG3YkQQn6GFw+KePXXePPfuG1z0NYHA4/3ZpiZF8SCG3Ddb6e0sbm1vVPereztHxweVY9PukYlmrIOVULpfkAME1yyDnAQrB9rRqJAsF4wu5v7vSemDVfyEdKY+RGZSB5ySsBKg+GUQJbmo6yRj6o1t+4ugNeJV5AaKtAeVb+GY0WTiEmgghgz8NwY/Ixo4FSwvDJMDIsJnZEJG1gqScSMny1OzvGFVcY4VNqWBLxQf09kJDImjQLbGRGYmlVvLv7nDRIIb/yMyzgBJulyUZgIDArP/8djrhkFkVpCqOb2VkynRBMKNqWKDcFbfXmddBt1r1m/emjWWrdFHGV0hs7RJfLQNWqhe9RGHUSRQs/oFb054Lw4787HsrXkFDOn6A+czx+pL5F/</latexit>

ŷ3

<latexit sha1_base64="zQ1FS4CjGwGCUyoOmJacigdA16A=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0m0oicpePFYwX5AGspmu22XbnbD7kQIIT/DiwdFvPprvPlv3LY5aOuDgcd7M8zMC2PBDbjut1NaW9/Y3CpvV3Z29/YPqodHHaMSTVmbKqF0LySGCS5ZGzgI1os1I1EoWDec3s387hPThiv5CGnMgoiMJR9xSsBKfn9CIEvzQXaZD6o1t+7OgVeJV5AaKtAaVL/6Q0WTiEmgghjje24MQUY0cCpYXuknhsWETsmY+ZZKEjETZPOTc3xmlSEeKW1LAp6rvycyEhmTRqHtjAhMzLI3E//z/ARGN0HGZZwAk3SxaJQIDArP/sdDrhkFkVpCqOb2VkwnRBMKNqWKDcFbfnmVdC7qXqN+9dCoNW+LOMroBJ2ic+Sha9RE96iF2ogihZ7RK3pzwHlx3p2PRWvJKWaO0R84nz+qtJGA</latexit>

is

ŷ3

<latexit sha1_base64="zQ1FS4CjGwGCUyoOmJacigdA16A=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0m0oicpePFYwX5AGspmu22XbnbD7kQIIT/DiwdFvPprvPlv3LY5aOuDgcd7M8zMC2PBDbjut1NaW9/Y3CpvV3Z29/YPqodHHaMSTVmbKqF0LySGCS5ZGzgI1os1I1EoWDec3s387hPThiv5CGnMgoiMJR9xSsBKfn9CIEvzQXaZD6o1t+7OgVeJV5AaKtAaVL/6Q0WTiEmgghjje24MQUY0cCpYXuknhsWETsmY+ZZKEjETZPOTc3xmlSEeKW1LAp6rvycyEhmTRqHtjAhMzLI3E//z/ARGN0HGZZwAk3SxaJQIDArP/sdDrhkFkVpCqOb2VkwnRBMKNqWKDcFbfnmVdC7qXqN+9dCoNW+LOMroBJ2ic+Sha9RE96iF2ogihZ7RK3pzwHlx3p2PRWvJKWaO0R84nz+qtJGA</latexit>

ŷ4

<latexit sha1_base64="yOrnt05xxdMjgUDQxPCIJj4uc0c=">AAAB8nicbVBNS8NAEN34WetX1aOXxSJ4KolU9CQFLx4r2A9IQ9lsN+3SzW7YnQgh5Gd48aCIV3+NN/+N2zYHbX0w8Hhvhpl5YSK4Adf9dtbWNza3tis71d29/YPD2tFx16hUU9ahSijdD4lhgkvWAQ6C9RPNSBwK1gundzO/98S04Uo+QpawICZjySNOCVjJH0wI5FkxzJvFsFZ3G+4ceJV4JamjEu1h7WswUjSNmQQqiDG+5yYQ5EQDp4IV1UFqWELolIyZb6kkMTNBPj+5wOdWGeFIaVsS8Fz9PZGT2JgsDm1nTGBilr2Z+J/npxDdBDmXSQpM0sWiKBUYFJ79j0dcMwois4RQze2tmE6IJhRsSlUbgrf88irpXja8ZuPqoVlv3ZZxVNApOkMXyEPXqIXuURt1EEUKPaNX9OaA8+K8Ox+L1jWnnDlBf+B8/gCsOZGB</latexit>



What if we choose words w/ lower probability?

A:0.48 
One:0.51

[SOS]Un chiot mignon

x2

<latexit sha1_base64="Lql9aWO6BcULvEGgmjE81heTy+Q=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRU9S8OKxgmmFNpTNdtou3WzC7kYsob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMCxPBtXHdb6ewtr6xuVXcLu3s7u0flA+PWjpOFUOfxSJWDyHVKLhE33Aj8CFRSKNQYDsc38z89iMqzWN5byYJBhEdSj7gjBor+U+9rDbtlStu1Z2DrBIvJxXI0eyVv7r9mKURSsME1brjuYkJMqoMZwKnpW6qMaFsTIfYsVTSCHWQzY+dkjOr9MkgVrakIXP190RGI60nUWg7I2pGetmbif95ndQMroKMyyQ1KNli0SAVxMRk9jnpc4XMiIkllClubyVsRBVlxuZTsiF4yy+vklat6tWrF3f1SuM6j6MIJ3AK5+DBJTTgFprgAwMOz/AKb450Xpx352PRWnDymWP4A+fzB9MvjrE=</latexit>

x1

<latexit sha1_base64="9/UzW2I7j3HA2LpbfmDXIiIRUf4=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoicpePFYwbSFNpTNdtou3WzC7kYsob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMCxPBtXHdb6ewtr6xuVXcLu3s7u0flA+PmjpOFUOfxSJW7ZBqFFyib7gR2E4U0igU2ArHtzO/9YhK81g+mEmCQUSHkg84o8ZK/lMv86a9csWtunOQVeLlpAI5Gr3yV7cfszRCaZigWnc8NzFBRpXhTOC01E01JpSN6RA7lkoaoQ6y+bFTcmaVPhnEypY0ZK7+nshopPUkCm1nRM1IL3sz8T+vk5rBdZBxmaQGJVssGqSCmJjMPid9rpAZMbGEMsXtrYSNqKLM2HxKNgRv+eVV0ryoerXq5X2tUr/J4yjCCZzCOXhwBXW4gwb4wIDDM7zCmyOdF+fd+Vi0Fpx85hj+wPn8AdGqjrA=</latexit>

x3

<latexit sha1_base64="QofCmIslUy58TIpGSFPN5YJrf/g=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KolW9CQFLx4rmLbQhrLZbtqlm03YnYgl9Dd48aCIV3+QN/+N24+Dtj4YeLw3w8y8MJXCoOt+Oyura+sbm4Wt4vbO7t5+6eCwYZJMM+6zRCa6FVLDpVDcR4GSt1LNaRxK3gyHtxO/+ci1EYl6wFHKg5j2lYgEo2gl/6mbX4y7pbJbcacgy8SbkzLMUe+Wvjq9hGUxV8gkNabtuSkGOdUomOTjYiczPKVsSPu8bamiMTdBPj12TE6t0iNRom0pJFP190ROY2NGcWg7Y4oDs+hNxP+8dobRdZALlWbIFZstijJJMCGTz0lPaM5QjiyhTAt7K2EDqilDm0/RhuAtvrxMGucVr1q5vK+WazfzOApwDCdwBh5cQQ3uoA4+MBDwDK/w5ijnxXl3PmatK8585gj+wPn8AdS0jrI=</latexit>

y0

<latexit sha1_base64="OH0JId1Jt3SU5NS67Z7ryAZOD9I=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHisYD+gDWWznbRLN5uwuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzgkRwbVz32ymtrW9sbpW3Kzu7e/sH1cOjto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2AkmdzO/84RK81g+mixBP6IjyUPOqLFSKxvk7nRQrbl1dw6ySryC1KBAc1D96g9jlkYoDRNU657nJsbPqTKcCZxW+qnGhLIJHWHPUkkj1H4+P3ZKzqwyJGGsbElD5urviZxGWmdRYDsjasZ62ZuJ/3m91IQ3fs5lkhqUbLEoTAUxMZl9ToZcITMis4Qyxe2thI2poszYfCo2BG/55VXSvqh7l/Wrh8ta47aIowwncArn4ME1NOAemtACBhye4RXeHOm8OO/Ox6K15BQzx/AHzucP0a2OsA==</latexit>

ŷ1

<latexit sha1_base64="8UWlwWo1VNocyTObRV4/zC388fA=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0ZMUvHisYD8gDWWz3bRLN7thdyKEkJ/hxYMiXv013vw3btsctPXBwOO9GWbmhYngBlz326msrW9sblW3azu7e/sH9cOjrlGppqxDlVC6HxLDBJesAxwE6yeakTgUrBdO72Z+74lpw5V8hCxhQUzGkkecErCSP5gQyLNimHvFsN5wm+4ceJV4JWmgEu1h/WswUjSNmQQqiDG+5yYQ5EQDp4IVtUFqWELolIyZb6kkMTNBPj+5wGdWGeFIaVsS8Fz9PZGT2JgsDm1nTGBilr2Z+J/npxDdBDmXSQpM0sWiKBUYFJ79j0dcMwois4RQze2tmE6IJhRsSjUbgrf88irpXjS9y+bVw2WjdVvGUUUn6BSdIw9doxa6R23UQRQp9Ixe0ZsDzovz7nwsWitOOXOM/sD5/AGnqpF+</latexit>

puppy:0.47 
cute:0.53

ŷ2

<latexit sha1_base64="j0H1j1rP/K1EdeVKd6SI0saFHzY=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lKRU9S8OKxgv2ANpTNdtMu3eyG3YkQQn6GFw+KePXXePPfuG1z0NYHA4/3ZpiZF8SCG3Ddb6e0sbm1vVPereztHxweVY9PukYlmrIOVULpfkAME1yyDnAQrB9rRqJAsF4wu5v7vSemDVfyEdKY+RGZSB5ySsBKg+GUQJbmo6yRj6o1t+4ugNeJV5AaKtAeVb+GY0WTiEmgghgz8NwY/Ixo4FSwvDJMDIsJnZEJG1gqScSMny1OzvGFVcY4VNqWBLxQf09kJDImjQLbGRGYmlVvLv7nDRIIb/yMyzgBJulyUZgIDArP/8djrhkFkVpCqOb2VkynRBMKNqWKDcFbfXmddBt1r1m/emjWWrdFHGV0hs7RJfLQNWqhe9RGHUSRQs/oFb054Lw4787HsrXkFDOn6A+czx+pL5F/</latexit>

A

ŷ1

<latexit sha1_base64="8UWlwWo1VNocyTObRV4/zC388fA=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0ZMUvHisYD8gDWWz3bRLN7thdyKEkJ/hxYMiXv013vw3btsctPXBwOO9GWbmhYngBlz326msrW9sblW3azu7e/sH9cOjrlGppqxDlVC6HxLDBJesAxwE6yeakTgUrBdO72Z+74lpw5V8hCxhQUzGkkecErCSP5gQyLNimHvFsN5wm+4ceJV4JWmgEu1h/WswUjSNmQQqiDG+5yYQ5EQDp4IVtUFqWELolIyZb6kkMTNBPj+5wGdWGeFIaVsS8Fz9PZGT2JgsDm1nTGBilr2Z+J/npxDdBDmXSQpM0sWiKBUYFJ79j0dcMwois4RQze2tmE6IJhRsSjUbgrf88irpXjS9y+bVw2WjdVvGUUUn6BSdIw9doxa6R23UQRQp9Ixe0ZsDzovz7nwsWitOOXOM/sD5/AGnqpF+</latexit>

puppy:0.95 
is:0.01 

[EOS]:0.04

cute

ŷ2

<latexit sha1_base64="j0H1j1rP/K1EdeVKd6SI0saFHzY=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lKRU9S8OKxgv2ANpTNdtMu3eyG3YkQQn6GFw+KePXXePPfuG1z0NYHA4/3ZpiZF8SCG3Ddb6e0sbm1vVPereztHxweVY9PukYlmrIOVULpfkAME1yyDnAQrB9rRqJAsF4wu5v7vSemDVfyEdKY+RGZSB5ySsBKg+GUQJbmo6yRj6o1t+4ugNeJV5AaKtAeVb+GY0WTiEmgghgz8NwY/Ixo4FSwvDJMDIsJnZEJG1gqScSMny1OzvGFVcY4VNqWBLxQf09kJDImjQLbGRGYmlVvLv7nDRIIb/yMyzgBJulyUZgIDArP/8djrhkFkVpCqOb2VkynRBMKNqWKDcFbfXmddBt1r1m/emjWWrdFHGV0hs7RJfLQNWqhe9RGHUSRQs/oFb054Lw4787HsrXkFDOn6A+czx+pL5F/</latexit>

ŷ3

<latexit sha1_base64="zQ1FS4CjGwGCUyoOmJacigdA16A=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0m0oicpePFYwX5AGspmu22XbnbD7kQIIT/DiwdFvPprvPlv3LY5aOuDgcd7M8zMC2PBDbjut1NaW9/Y3CpvV3Z29/YPqodHHaMSTVmbKqF0LySGCS5ZGzgI1os1I1EoWDec3s387hPThiv5CGnMgoiMJR9xSsBKfn9CIEvzQXaZD6o1t+7OgVeJV5AaKtAaVL/6Q0WTiEmgghjje24MQUY0cCpYXuknhsWETsmY+ZZKEjETZPOTc3xmlSEeKW1LAp6rvycyEhmTRqHtjAhMzLI3E//z/ARGN0HGZZwAk3SxaJQIDArP/sdDrhkFkVpCqOb2VkwnRBMKNqWKDcFbfnmVdC7qXqN+9dCoNW+LOMroBJ2ic+Sha9RE96iF2ogihZ7RK3pzwHlx3p2PRWvJKWaO0R84nz+qtJGA</latexit>

puppy

ŷ3

<latexit sha1_base64="zQ1FS4CjGwGCUyoOmJacigdA16A=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0m0oicpePFYwX5AGspmu22XbnbD7kQIIT/DiwdFvPprvPlv3LY5aOuDgcd7M8zMC2PBDbjut1NaW9/Y3CpvV3Z29/YPqodHHaMSTVmbKqF0LySGCS5ZGzgI1os1I1EoWDec3s387hPThiv5CGnMgoiMJR9xSsBKfn9CIEvzQXaZD6o1t+7OgVeJV5AaKtAaVL/6Q0WTiEmgghjje24MQUY0cCpYXuknhsWETsmY+ZZKEjETZPOTc3xmlSEeKW1LAp6rvycyEhmTRqHtjAhMzLI3E//z/ARGN0HGZZwAk3SxaJQIDArP/sdDrhkFkVpCqOb2VkwnRBMKNqWKDcFbfnmVdC7qXqN+9dCoNW+LOMroBJ2ic+Sha9RE96iF2ogihZ7RK3pzwHlx3p2PRWvJKWaO0R84nz+qtJGA</latexit>

ŷ4

<latexit sha1_base64="yOrnt05xxdMjgUDQxPCIJj4uc0c=">AAAB8nicbVBNS8NAEN34WetX1aOXxSJ4KolU9CQFLx4r2A9IQ9lsN+3SzW7YnQgh5Gd48aCIV3+NN/+N2zYHbX0w8Hhvhpl5YSK4Adf9dtbWNza3tis71d29/YPD2tFx16hUU9ahSijdD4lhgkvWAQ6C9RPNSBwK1gundzO/98S04Uo+QpawICZjySNOCVjJH0wI5FkxzJvFsFZ3G+4ceJV4JamjEu1h7WswUjSNmQQqiDG+5yYQ5EQDp4IV1UFqWELolIyZb6kkMTNBPj+5wOdWGeFIaVsS8Fz9PZGT2JgsDm1nTGBilr2Z+J/npxDdBDmXSQpM0sWiKBUYFJ79j0dcMwois4RQze2tmE6IJhRsSlUbgrf88irpXja8ZuPqoVlv3ZZxVNApOkMXyEPXqIXuURt1EEUKPaNX9OaA8+K8Ox+L1jWnnDlBf+B8/gCsOZGB</latexit>

Words w/ slightly 
lower probability

much higher 
probability

If we want to maximize 
the product of all 
probabilities, we should 
not just greedily select 
the highest probability on 
the first step!

Conditioned probability changes 
w/ different predicted context

source input predicted 
context



How many possible decodings are there?
• For a vocabulary of  words, there are  possible sequences 

of length 

Decoding is a tree search problem:

We could use any tree search algorithm 

But exact search in this case is very expensive

Fortunately, the structure of this problem makes 
some simple approximate search methods 
work very well.



Decoding with approximate search
• Basic intuition: while choosing the highest-probability word on the first 

step may not be optimal, choosing a very low-probability word is very 
unlikely to lead to a good result. 

• Equivalently: we cannot be greedy at only one solution, but we can be 
somewhat greedy at multiple solutions. 

• This is not true in general! This is a guess based on what we know 
about sequence decoding. 

• Beam search intuition: store the k best sequences so far, and update 
each of them. 

• Special case of k=1 is greedy decoding 

• Often use k around 5-10



Beam search example
In practice, we sum up the log probabilities (to avoid underflow of probability multiplication)

Example: k=2 (track the 2 most likely hypotheses) 
Fr-En Machine translation: il m'a frappé avec une tarte   he hit me with a pie →

[SOS]

He

I

logP (I|X, [SOS]) = �0.9

<latexit sha1_base64="y2i4uNg+t2CXKDzyCwSrqmFaMa4=">AAACDnicbZC7SgNBFIZn4y3GW9TSZjAEImjYlYhaCAEbrYzEXGCzhNnJJBkye2HmrBjWPIGNr2JjoYittZ1v4yTZQqM/DHz85xzOnN8NBVdgml9Gam5+YXEpvZxZWV1b38hubtVVEEnKajQQgWy6RDHBfVYDDoI1Q8mI5wrWcAfn43rjlknFA/8GhiFzPNLzeZdTAtpqZ/MtEfRwpdACdgfx5ei+uY+nbFevqs5o7+zALJ62szmzaE6E/4KVQA4lqrSzn61OQCOP+UAFUcq2zBCcmEjgVLBRphUpFhI6ID1ma/SJx5QTT84Z4bx2OrgbSP18wBP350RMPKWGnqs7PQJ9NVsbm//V7Ai6J07M/TAC5tPpom4kMAR4nA3ucMkoiKEGQiXXf8W0TyShoBPM6BCs2ZP/Qv2waJWKR9elXLmUxJFGO2gXFZCFjlEZXaAKqiGKHtATekGvxqPxbLwZ79PWlJHMbKNfMj6+Af9Gmr8=</latexit>

logP (He|X, [SOS]) = �0.7

<latexit sha1_base64="8KP+eSaR5290jGgUW4OMr+y+TpU=">AAACD3icbVDLSgNBEJz1GeMr6tHLYFAiaNiVSLwIAS+5GYnRQLKE2UknDpl9MNMrhjV/4MVf8eJBEa9evfk3Th4HjRY01FR1M93lRVJotO0va2Z2bn5hMbWUXl5ZXVvPbGxe6TBWHGo8lKGqe0yDFAHUUKCEeqSA+Z6Ea693NvSvb0FpEQaX2I/A9Vk3EB3BGRqpldlryrBLK7kmwh0mZRjc1w/o+NGonlfdwf7poZ0vtjJZO2 +PQP8SZ0KyZIJKK/PZbIc89iFALpnWDceO0E2YQsElDNLNWEPEeI91oWFowHzQbjK6Z0B3jdKmnVCZCpCO1J8TCfO17vue6fQZ3uhpbyj+5zVi7Jy4iQiiGCHg4486saQY0mE4tC0UcJR9QxhXwuxK+Q1TjKOJMG1CcKZP/kuujvJOIX98UciWCpM4UmSb7JAccUiRlEiZVEiNcPJAnsgLebUerWfrzXoft85Yk5kt8gvWxzfHPpsr</latexit>

hit

struck

was

got

logP (hit|X, [SOS] He) = �1.7

<latexit sha1_base64="lDxTXcudyk4o682yyswUtVL/IN0=">AAACE3icbVDLSgNBEJz1bXxFPXoZDEIUDbsS0YsQ8JKbEU0MJEuYnXSSIbMPZnrFsOYfvPgrXjwo4tWLN//GyeOgiQUNNVXdTHd5kRQabfvbmpmdm19YXFpOrayurW+kN7cqOowVhzIPZaiqHtMgRQBlFCihGilgvifh1uteDPzbO1BahMEN9iJwfdYOREtwhkZqpA/qMmzTUraOcI9JR2D/oXpIR6/a9eW1S4vQ3z8/cnKnjXTGztlD0GnijEmGjFFqpL/qzZDHPgTIJdO65tgRuglTKLiEfqoea4gY77I21AwNmA/aTYY39emeUZq0FSpTAdKh+nsiYb7WPd8znT7Djp70BuJ/Xi3G1pmbiCCKEQI++qgVS4ohHQREm0IBR9kzhHElzK6Ud5hiHE2MKROCM3nyNKkc55x87uQqnynkx3EskR2yS7LEIaekQIqkRMqEk0fyTF7Jm/VkvVjv1seodcYaz2yTP7A+fwC4ypy5</latexit>

logP (struck|X, [SOS] He) = �2.9

<latexit sha1_base64="+gp6lN1D15VtsjQDLCmESgZYvAY=">AAACFnicbVDJSgNBEO1xjXGLevTSGAQFDTMhoh6EgJfcjMQskAyhp1OJTXoWumvEMOYrvPgrXjwo4lW8+Td2loPbg4LHe1VU1fMiKTTa9qc1Mzs3v7CYWkovr6yurWc2Nms6jBWHKg9lqBoe0yBFAFUUKKERKWC+J6Hu9c9Hfv0GlBZhcIWDCFyf9QLRFZyhkdqZw5YMe7S810K4xUSjinl/eNc4oBOhWbmouLQEw/2zw3zutJ3J2jl7DPqXOFOSJVOU25mPVifksQ8Bcsm0bjp2hG7CFAouYZhuxRoixvusB01DA+aDdpPxW0O6a5QO7YbKVIB0rH6fSJiv9cD3TKfP8Fr/9kbif14zxu6Jm4ggihECPlnUjSXFkI4yoh2hgKMcGMK4EuZWyq+ZYhxNkmkTgvP75b+kls85hdzRZSFbLEzjSJFtskP2iEOOSZGUSJlUCSf35JE8kxfrwXqyXq23SeuMNZ3ZIj9gvX8BbCueMQ==</latexit>

logP (was|X, [SOS] I) = �1.6

<latexit sha1_base64="CA39BfUVQvtVt7oBzvITrWhkgXU=">AAACEnicbVDJSgNBEO2JW4zbqEcvjUFIQMOMxOUiBLzoyUjMAskQejqdpEnPQneNGsZ8gxd/xYsHRbx68ubf2FkOmvig4PV7VXTVc0PBFVjWt5GYm19YXEoup1ZW19Y3zM2tigoiSVmZBiKQNZcoJrjPysBBsFooGfFcwapu73zoV2+ZVDzwb6AfMscjHZ+3OSWgpaaZbYigg4uZBrB7iO+IGjzU9vH4VS9dlRx8OcieHdi546aZtnLWCHiW2BOSRhMUm+ZXoxXQyGM+UEGUqttWCE5MJHAq2CDViBQLCe2RDqtr6hOPKScenTTAe1pp4XYgdfmAR+rviZh4SvU9V3d6BLpq2huK/3n1CNqnTsz9MALm0/FH7UhgCPAwH9ziklEQfU0IlVzvimmXSEJBp5jSIdjTJ8+SymHOzueOrvPpQn4SRxLtoF2UQTY6QQV0gYqojCh6RM/oFb0ZT8aL8W58jFsTxmRmG/2B8fkD9PecUA==</latexit>

logP (got|X, [SOS] I) = �1.8

<latexit sha1_base64="GL4PXfRaINszF3LIo/izvVxA9uo=">AAACEnicbVDLSgMxFM3UV62vqks3wSK0oGVGKnYjFNzoykrtA9qhZNK0Dc1MhuSOWMZ+gxt/xY0LRdy6cuffmD4WWj1w4eSce8m9xwsF12DbX1ZiYXFpeSW5mlpb39jcSm/v1LSMFGVVKoVUDY9oJnjAqsBBsEaoGPE9were4Hzs12+Z0lwGNzAMmeuTXsC7nBIwUjudawnZw+VsC9gdxD0Jo/vGIZ6+mpWriosvR7mzIydfbKczdt6eAP8lzoxk0Azldvqz1ZE08lkAVBCtm44dghsTBZwKNkq1Is1CQgekx5qGBsRn2o0nJ43wgVE6uCuVqQDwRP05ERNf66HvmU6fQF/Pe2PxP68ZQbfoxjwII2ABnX7UjQQGicf54A5XjIIYGkKo4mZXTPtEEQomxZQJwZk/+S+pHeedQv7kupApFWZxJNEe2kdZ5KBTVEIXqIyqiKIH9IRe0Kv1aD1bb9b7tDVhzWZ20S9YH9/2UJxR</latexit>

a

me

hit

struck

-2.8

-2.5

-2.9

-3.8

tart

pie

with

on
-3.5

-4.0

-3.4

-3.3



Beam search summary

At each time step  : 

1. For each incomplete hypothesis  that we are tracking, find 
the top  tokens  with the  highest log-probability scores 

2. Sort the resulting  length-  sequences by their total log-probability 

3. Keep the top  hypothesis (out of ) in the beam  

4. Advance each hypothesis to time 

There are  hypotheses in a beam

logP (yj |X, y0, · · · , yj�1)

<latexit sha1_base64="e0RScu/gxtzq8pbwLCYH3HKID0U=">AAACDnicdVDLSgMxFM34rPVVdekmWAoV6jBTW2t3RTcuK9gHtGXIpGlNm5kMSUYYxn6BG3/FjQtF3Lp259+YaSuo6IELJ+fcS+49bsCoVJb1YSwsLi2vrKbW0usbm1vbmZ3dpuShwKSBOeOi7SJJGPVJQ1HFSDsQBHkuIy13fJ74rRsiJOX+lYoC0vPQ0KcDipHSkpPJdRkfwno+ckbwFrYLMHKsAuziPlcyecSjI3ty6GSyllkpVstVG1qmdVIpVqoJKRWPS1Vom9YUWTBH3cm8d/schx7xFWZIyo5tBaoXI6EoZmSS7oaSBAiP0ZB0NPWRR2Qvnp4zgTmt9OGAC12+glP1+0SMPCkjz9WdHlLX8reXiH95nVANTnsx9YNQER/PPhqEDCoOk2xgnwqCFYs0QVhQvSvE10ggrHSCaR3C16Xwf9IsmnbJLF+WsrWzeRwpsA8OQB7YoAJq4ALUQQNgcAcewBN4Nu6NR+PFeJ21LhjzmT3wA8bbJ+0jmi0=</latexit>

jX

t=0

logP (yt|X, y0, · · · , yt�1)

<latexit sha1_base64="oEM6tBFwvgIKfdcPKhSC7DQpaxg=">AAACG3icdVDLahsxFNU4aZu4LzddZiNiCim4g8ae1PWiYNJNlg7ED/C4g0aWHcWa0SDdKQwT/0c2+ZVsskgoWQWyyN9EfhTa0h64cHTOvejeE6VSGCDk0SltbD57/mJru/zy1es3byvvdnpGZZrxLlNS6UFEDZci4V0QIPkg1ZzGkeT9aPZt4fd/cG2ESk4gT/koptNETASjYKWwUg9MFocFfCXz72c4kGqKO/t5CPgcD2o4D0kNB2yswCweBXzy5h/DSpW4xG/6dR8Tt0EOSKthyedWq95qYs8lS1TRGp2wch+MFctingCT1JihR1IYFVSDYJLPy0FmeErZjE750NKExtyMiuVtc/zBKmM8UdpWAnip/j5R0NiYPI5sZ0zh1PztLcR/ecMMJl9GhUjSDHjCVh9NMolB4UVQeCw0ZyBzSyjTwu6K2SnVlIGNs2xD+HUp/j/p1V3Pdw+O/Wr7cB3HFtpFe2gfeaiJ2ugIdVAXMXSBrtANunUunWvnp3O3ai0565n36A84D08LlJ+R</latexit>



When do we stop decoding?

If one of the highest-scoring hypotheses ends in [EOS] 
• Save it along with its score, but do not pick it to expand further 
• Keep expanding the  remaining best hypotheses

[SOS] [EOS]

Continue until either some cutoff length J or 
until we have  hypotheses that end in [EOS]



Which sequence do we pick?
• At the end of beam search, we might have 3 hypotheses 

1. [SOS] He hit me with a pie [EOS]                         = -4.5 

2. [SOS] He threw a pie [EOS]                                  = -3.2 

3. [SOS] I was hit with a pie that he threw [EOS]      = -7.2  

Is this the best?

Problem: P<1 always, hence log P <0 always

The longer the sequence the lower its total score 
(more negative numbers added together) 

Simple “fix”: normalize total score by sequence length

score(Y |X) =
1

J

JX

j=0

logP (yj |X, y0, · · · , yj�1)

<latexit sha1_base64="e12OTdJjvUR5cZY5zgmOQ4QAZ+Q=">AAACOHicbVBNTxsxFPRCgTR8NMCxF4sIKUgQ7SIquAQhcam4NJUIBGXDyuu8JA7e9cp+i1gt+7O49GdwQ1w4tKp67S+oE3IoHyNZGs+8kf0mTKQw6LoPzszsh7n5hdLH8uLS8sqnyuramVGp5tDiSirdDpkBKWJooUAJ7UQDi0IJ5+HV8dg/vwZthIpPMUugG7FBLPqCM7RSUPnmI9xgbrjSUNQubttbtEFzz1c2RE8K6ps0CvJRwy0uT6gv1YA2a1kwum1v0yxwt6nPewrN+JKPdrxiK6hU3bo7AX1LvCmpkimaQeXe7ymeRhAjl8yYjucm2M2ZRsElFGU/NZAwfsUG0LE0ZhGYbj5ZvKCbVunRvtL2xEgn6v+JnEXGZFFoJyOGQ/PaG4vveZ0U+wfdXMRJihDz54f6qaSo6LhF2hMaOMrMEsa1sH+lfMg042i7LtsSvNcrvyVnu3Vvr/7l+1716HBaR4l8JhukRjyyT47IV9IkLcLJHXkkP8kv54fz5Px2/jyPzjjTzDp5AefvP1siqtk=</latexit>



Beam search summary

At each time step  : 

1. For each incomplete hypothesis  that we are tracking, find the 
top  tokens  with the  highest log-probability scores 

2. Sort the resulting  length-  sequences by their total log-probability 

3. Keep the top  hypothesis (out of ) in the beam  

4. Advance each hypothesis to time  

Return saved sequence with highest 

score(Y |X) =
1

J

JX

j=0

logP (yj |X, y0, · · · , yj�1)

<latexit sha1_base64="e12OTdJjvUR5cZY5zgmOQ4QAZ+Q=">AAACOHicbVBNTxsxFPRCgTR8NMCxF4sIKUgQ7SIquAQhcam4NJUIBGXDyuu8JA7e9cp+i1gt+7O49GdwQ1w4tKp67S+oE3IoHyNZGs+8kf0mTKQw6LoPzszsh7n5hdLH8uLS8sqnyuramVGp5tDiSirdDpkBKWJooUAJ7UQDi0IJ5+HV8dg/vwZthIpPMUugG7FBLPqCM7RSUPnmI9xgbrjSUNQubttbtEFzz1c2RE8K6ps0CvJRwy0uT6gv1YA2a1kwum1v0yxwt6nPewrN+JKPdrxiK6hU3bo7AX1LvCmpkimaQeXe7ymeRhAjl8yYjucm2M2ZRsElFGU/NZAwfsUG0LE0ZhGYbj5ZvKCbVunRvtL2xEgn6v+JnEXGZFFoJyOGQ/PaG4vveZ0U+wfdXMRJihDz54f6qaSo6LhF2hMaOMrMEsa1sH+lfMg042i7LtsSvNcrvyVnu3Vvr/7l+1716HBaR4l8JhukRjyyT47IV9IkLcLJHXkkP8kv54fz5Px2/jyPzjjTzDp5AefvP1siqtk=</latexit>



Model Ensembling



Ensembling

• Why? 
• Multiple models make somewhat uncorrelated errors 
• Models tend to be more uncertain when they are about to make errors 
• Smooths over idiosyncrasies of the model

LSTM1

<s>

predict1

I

LSTM2

<s>

predict2

• Combine predictions from multiple models



Linear Interpolation
• Take a weighted average of the M model probabilities

P (yj | X, y1, . . . , yj�1) =

MX

m=1

Pm(yj | X, y1, . . . , yj�1)P (m | X, y1, . . . , yj�1)

• Second term often set to uniform distribution 1/M

Probability according 
to model m

Probability of 
model m



Log-linear Interpolation
• Weighted combination of log probabilities, normalize

• Interpolation coefficient often set to uniform distribution 1/M

Interpolation coefficient 
for model m

Log probability 
of model m

P (yj | X, y1, . . . , yj�1) =

softmax

 
MX

m=1

�m(X, y1, . . . , yj�1) logPm(yj | X, y1, . . . , yj�1)

!

Normalize



Linear or Log Linear?
• Think of it in logic! 
• Linear: “Logical OR” — linear addition operator 

• the interpolated model likes any choice that one model gives 
a high probability 

• use models with models that capture different traits 
• necessary when any model can assign zero probability 

• Log Linear: “Logical AND” — log-linear addition  production 

• interpolated model only likes choices where all models agree 
• use when you want to restrict possible answers

→



Parameter Averaging 
(e.g. Bahar et al. 2017)

• Problem: Ensembling means we have to use M 
models at test time, increasing our time/memory 
complexity 

• Parameter averaging is a cheap way to get some 
good effects of ensembling 

• Basically, write out model checkpoints at several 
time steps, and take the average of checkpoint 
parameters at the end of training.



Ensemble Distillation 
(e.g. Kim et al. 2016)

• Problem: parameter averaging only works for models within 
the same run 

• Knowledge distillation trains a much smaller student model 
to copy the ensemble model (teacher model) 

• Specifically, it tries to match the conditional probability over 
predicted words between the student and teacher models. 

• Why? We want the student model to make the same 
mistakes as an ensemble teacher model. 

• Shown to increase accuracy notably



Case Studies in Conditional 
Language Modeling



Translation
• Most widely used example of generation? 
• e.g. Translation from WMT shared tasks (http://

statmt.org/wmt21/) 
• News translation 
• Similar language translation 
• Biomedical translation 
• Low-resource multilingual translation 
• Translation efficiency 
• Terminology-aware translation 
• Lifelong learning



Summarization
• Take a longer text, and output a shorter text 
• Can use extractive models that copy input, or 
abstractive models that generate from scratch 

• Multiple granularities: 
• Sentence compression (sentence -> shorter 

sentence) 
• Single document summarization (document -> 

shorter text) 
• Multi-document summarization (multiple 

documents -> text)



Dialog Response 
Generation

• Given an input utterance, generate a response 
• e.g. Meena Chatbot (Adiwardana et al. 2020)

Human: Hi! 
Meena: Hi there! How's it going? 
Human: Pretty well. 
Meena: I'm glad to hear it. :D 
Human: What is your favorite book? 
Meena: Oh, that's a toughie. Right now I'd have to say it's A Dance With Dragons, but Harry Potter is a close 
second. 
Human: Oh I love Harry Potter 
Meena: Me too! I've read the series at least five times over. 
Human: Haha, same probably. Which one do you like the most 
Meena: Probably Chamber of Secrets. 
Human: Ah. I like Prisoner of azkaban best 
Meena: Yeah, that's a good one too. 
Human: Do you like the movies more or the books 
Meena: I like the movies more. The books are good, don't get me wrong, but I like the pacing better in the 
movies. 
Human: That is an unpopular opinion 
Meena: I know. I'm the only one I know who prefers the movies.



Image Captioning 
(e.g. Karpathy et al. 2015)

• Input is image features, output is text

• Use standard image encoders (e.g. CNN) 

• Often pre-trained on large databases such as ImageNet



From Structured Data 
(e.g. Wen et al 2015)

• When you say “Natural Language Generation” to 
an old-school NLPer, it means this



Still a Difficult Problem!
• e.g. "Challenges in data-to-document generation" (Wiseman et al. 2017)

• Focused evaluation using, e.g. information extraction



Level of Constraint on 
Output

Similar 
Language 
Translation

Distant 
Language  
Translation

Image 
Captioning

Data-to- 
Text

Dialog 
Response

• Given the conditioning, the outputs can be more or 
less constrained, very rough approximation below

• More freedom = more flexibility, but often more 
difficulty in modeling and evaluation

More constrained Less constrained



Controlled Generation 
• Politeness/Style Control: Take an input X and a 

label indicating style, etc. (e.g. Sennrich et al. 2016)

• Personalization: Take an input X and a side 
information about the speaker (e.g. Hoang et al. 2016)

• etc. etc.

• Add a further constraint in addition to content-based ones

• Sentiment: Control the sentiment of the generated 
sentence (e.g. Hu et al. 2018)



How do we Evaluate?



Basic Evaluation Paradigm

• Use parallel test set 

• Use system to generate translations 

• Compare target translations w/ reference



Human Evaluation
• Ask a human to do evaluation

• Final goal, but slow, expensive, and sometimes inconsistent



Human Evaluation 
Shared Tasks

• Machine Translation 

• Conference on Machine Translation (WMT) 
shared tasks 
http://www.statmt.org/wmt20/ 

• Composite Leaderboard

• GENIE leadeboard for QA, summarization, MT 
https://genie.apps.allenai.org/

http://www.statmt.org/wmt20/
https://genie.apps.allenai.org/


BLEU
• Works by comparing n-gram overlap w/ reference

• Pros: Easy to use, good for measuring system improvement 

• Cons: Often doesn’t match human eval, bad for comparing 
very different systems



Embedding-based Metrics
• Recently, many metrics based on neural models 

• BertScore: Find similarity between BERT embeddings (unsupervised) 
(Zhang et al. 2020) 

• BLEURT: Train BERT to predict human evaluation scores (Sellam et al. 
2020) 

• COMET: Train model to predict human eval, also using source 
sentence (Rei et al. 2020) 

• PRISM: Model based on training paraphrasing model (Thompson and 
Post 2020) 

• BARTScore: Calculate the probability of source, reference, or system 
output (Yuan et al. 2021)



Perplexity
• Calculate the perplexity of the words in the held-out 

set without doing generation 

• Pros: Naturally solves multiple-reference problem! 

• Cons: Doesn’t consider decoding or actually 
generating output. 

• May be reasonable for problems with lots of 
ambiguity.



Which One to Use?
• Meta-evaluation runs human evaluation and automatic 

evaluation on the same outputs, calculates correlation 

• Examples: 

• WMT Metrics Task for MT (Mathur et al. 2021) 

• RealSumm for summarization (Bhandari et al. 2020) 

• Evaluation is hard, especially with good systems! 
Most metrics had no correlation w/ human eval over 
best systems at some WMT 2019 tasks



Questions?


