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Goals for Today
• NLP Tasks 

• Multi-task Learning 

• Instruction Tuning



Plethora of Tasks in NLP

• In NLP, there are a plethora of tasks, each requiring 
different varieties of data 

• Only text: e.g. language modeling 
• Naturally occurring data: e.g. machine translation 
• Hand-labeled data: e.g. most analysis tasks 

• And each in many languages, many domains!



Standard Multi-task 
Learning

• Train representations to do well on multiple tasks at 
once

this is an example
LM

Tagging
Encoder

• Often as simple as randomly choosing minibatch 
from one of multiple tasks



Pre-train and Fine-Tune
• First train on one task, then train on another

this is an example LMEncoder

this is an example TaggingEncoder

Initialize



Prompting
• Train on LM task, make predictions in textualized tasks

this is an example LMEncoder

UW-Madison is in _ PredictEncoder

Freeze



Instruction Tuning
• Pre-train, then fine-tune on many different tasks, with 

an instruction specifying the task

this is an example LMEncoder

this is an example TaggingEncoder

Initialize



NLP Tasks



Approaches to Model 
Construction

• Basic Fine Tuning: Build a model that is good at 
performing a single task 

• Instruction Tuning: Build a generalist model that is good 
at many tasks 

• Even if we build a generalist model, we need to have an 
idea about what tasks we want it to be good at!



Context-free Question 
Answering

• Also called “open-book QA” 

• Answer a question without any specific grounding into documents 

• Example dataset: MMLU (Hendrycks et al. 2020)



Contextual Question 
Answering

• Also called “machine reading”, “closed-book QA” 

• Answer a question about a document or document collection 

• Example: Natural Questions (Kwiatkowski et al. 2019) is grounded 
in a Wikipedia document, or the Wikipedia document collection



Code Generation
• Generate code (e.g. Python, SQL, etc.) from a natural 

language command and/or input+output examples 

• Example: HumanEval (Chen et al. 2021) has evaluation 
questions for Python standard library



Summarization
• Single-document: Compress a longer document to shorter 
• Multi-document: Compress multiple documents into one 
• Example: WikiSum compresses the references in a Wikipedia 

article into the first paragraph



Information Extraction
• Entity recognition: identify which words are entities 
• Entity linking: link entities to a knowledge base (e.g. 

Wikipedia) 
• Entity co-reference: find which entities in an input 

correspond to each-other 
• Event recognition/linking/co-reference: identify what 

events occurred 
• Example: OntoNotes (Weischedel et al. 2013) annotates 

many types of information like this on various domains 



Translation
• Translate from one language to another 
• Quality assessment done using similarity to reference 

translation 
• Example: FLORES dataset (Goyal et al. 2021) — 

translations of Wikipedia articles into 101 languages



“General Purpose” 
Benchmarks

• Try to test language abilities across a broad range of tasks 
• Example: BIGBench (Srivatsava et al. 2022)



Earlier Work on Multi-task 
Learning in NLP



Applications of Multi-task 
Learning

• Perform multi-tasking when one of your two tasks has 
fewer data 

• Plain text → labeled text 
(e.g. LM -> parser) 

• General domain → specific domain 
(e.g. web text → medical text) 

• High-resourced language → low-resourced 
language 
(e.g. English → Telugu)



Domains in NLP
• One task, but incoming data could be from very 

different distributions

news text

TranslationEncodermedical text
spoken 

language

• Sometimes domains are labeled, sometimes they 
are not



What's in a "Domain" 
(Stewart 2019)

• Mathematically, joint distribution over inputs and 
outputs differs over domains 1 and 2

• In practice: 
• Content, what is being discussed 
• Style, the way in which it is being discussed 
• Labeling Standards, the way that the same data is 

labeled

Pd1(X,Y ) 6= Pd2(X,Y )

<latexit sha1_base64="iDacV9pNC8geY9eZXu29AUotEOU=">AAACBXicbZDLSsNAFIYn9VbrLepSF4NFqCAlKRVdFt24rGAv0oYwmUzaoZNJnJkIJXTjxldx40IRt76DO9/GSZuFtv4w8POdczhzfi9mVCrL+jYKS8srq2vF9dLG5tb2jrm715ZRIjBp4YhFoushSRjlpKWoYqQbC4JCj5GON7rK6p0HIiSN+K0ax8QJ0YDTgGKkNHLNw6ab+vak0j29O4F9Tu5hBmoz4Jplq2pNBReNnZsyyNV0za++H+EkJFxhhqTs2VasnBQJRTEjk1I/kSRGeIQGpKctRyGRTjq9YgKPNfFhEAn9uIJT+nsiRaGU49DTnSFSQzlfy+B/tV6iggsnpTxOFOF4tihIGFQRzCKBPhUEKzbWBmFB9V8hHiKBsNLBlXQI9vzJi6Zdq9r16tlNvdy4zOMoggNwBCrABuegAa5BE7QABo/gGbyCN+PJeDHejY9Za8HIZ/bBHxmfPz+gloA=</latexit>



Types of Domain Shift
• Covariate Shift: The input changes but not the 

labeling
Pd1(X) 6= Pd2(X)

<latexit sha1_base64="/Ji/B4q6GqY6SKKDuyR+kHkzKVA=">AAACAXicbVDLSgMxFL1TX7W+Rt0IboJFqJsyUyq6LLpxWcE+oB1KJk3b0ExmTDJCGerGX3HjQhG3/oU7/8ZMOwttPRA495x7ubnHjzhT2nG+rdzK6tr6Rn6zsLW9s7tn7x80VRhLQhsk5KFs+1hRzgRtaKY5bUeS4sDntOWPr1O/9UClYqG405OIegEeCjZgBGsj9eyjei/pu9NS+wx1Bb1HaVlJy55ddMrODGiZuBkpQoZ6z/7q9kMSB1RowrFSHdeJtJdgqRnhdFroxopGmIzxkHYMFTigyktmF0zRqVH6aBBK84RGM/X3RIIDpSaBbzoDrEdq0UvF/7xOrAeXXsJEFGsqyHzRIOZIhyiNA/WZpETziSGYSGb+isgIS0y0Ca1gQnAXT14mzUrZrZbPb6vF2lUWRx6O4QRK4MIF1OAG6tAAAo/wDK/wZj1ZL9a79TFvzVnZzCH8gfX5A/jIlU4=</latexit>

Pd1(Y |X) = Pd2(Y |X)

<latexit sha1_base64="Fn/3JF/utkrQXO6fhVMtrHRXBYs=">AAACAnicbVDLSsNAFJ3UV62vqCtxM1iEuilJqehGKLpxWcE+pA1hMpm0QyeTMDMRSixu/BU3LhRx61e482+ctFlo64GBc8+5lzv3eDGjUlnWt1FYWl5ZXSuulzY2t7Z3zN29towSgUkLRywSXQ9JwignLUUVI91YEBR6jHS80VXmd+6JkDTit2ocEydEA04DipHSkmseNN3UtyeVu4fuCbyAWVWbVa5ZtqrWFHCR2DkpgxxN1/zq+xFOQsIVZkjKnm3FykmRUBQzMin1E0lihEdoQHqachQS6aTTEybwWCs+DCKhH1dwqv6eSFEo5Tj0dGeI1FDOe5n4n9dLVHDupJTHiSIczxYFCYMqglke0KeCYMXGmiAsqP4rxEMkEFY6tZIOwZ4/eZG0a1W7Xj29qZcbl3kcRXAIjkAF2OAMNMA1aIIWwOARPINX8GY8GS/Gu/Exay0Y+cw++APj8weQZJWf</latexit>

• Concept Shift: The conditional distribution of labels 
changes (e.g. different labeling standards) 

Pd1(Y |X) 6= Pd2(Y |X)

<latexit sha1_base64="v9zevd/N8cTUi5s0GCfVX9MKOaI=">AAACBXicbZC7TsMwFIadcivlFmCEwaJCKkuVVEUwVrAwFoleUBtFjuO0Vh0n2A5SFbqw8CosDCDEyjuw8TY4bQZo+SVLv75zjo7P78WMSmVZ30ZhaXllda24XtrY3NreMXf32jJKBCYtHLFIdD0kCaOctBRVjHRjQVDoMdLxRpdZvXNPhKQRv1HjmDghGnAaUIyURq552HRT355Ubh+6J7DPyR3MQG0GXLNsVa2p4KKxc1MGuZqu+dX3I5yEhCvMkJQ924qVkyKhKGZkUuonksQIj9CA9LTlKCTSSadXTOCxJj4MIqEfV3BKf0+kKJRyHHq6M0RqKOdrGfyv1ktUcO6klMeJIhzPFgUJgyqCWSTQp4JgxcbaICyo/ivEQyQQVjq4kg7Bnj950bRrVbtePb2ulxsXeRxFcACOQAXY4Aw0wBVoghbA4BE8g1fwZjwZL8a78TFrLRj5zD74I+PzBzjDlyA=</latexit>

• Label Shift: The output changes (which also implies 
the input changes). 



Out of Distribution/Domain (OOD)

• Generalization

• Domain adaptation: train on many domains, adapt 
to a target domain at testing 

• Domain robustness: train on many domains, 
perform well on all domains (esp. minority domains) 

• Detection

• Binary classification: detect whether a test example 
is an OOD example or not.

Ramponi et al Neural Unsupervised Domain Adaptation in NLP—A Survey. COLING 2020

https://aclanthology.org/2020.coling-main.603.pdf


Domain Adaptation
• Train on many domains, or a high-resourced domain

news text

TranslationEncodermedical text
spoken 

language

• Test on a low-resourced domain (target domain)

TranslationEncodermedical text

• Supervised adaptation: train w/ target-domain labeled data 
• Unsupervised adaptation: train w/o target-domain labeled data



Domain Robustness
• Train on many domains and do well on all of them

news text

TranslationEncodermedical text
spoken 

language

• Robustness to minority domains 

• Zero-shot robustness to domains not in training 
data



Multilingual Learning

NLP

Aze
Bos

Tur

…

Kor

Now our best tool for applying methods to low-resourced languages



Similarity Across Languages
● Many languages share similar word roots

● Languages share a considerable amount of underlying 
structure, e.g. word order, grammar.
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Cognates (joint origin)

English: 
French: 
Russian: 
Bengali:

night 
nuit 

noch 
nishi

Loan Words (borrowed from another)
Arabic: 
Turkish: 
English: 

Japanese: 
Chinese:

qahwa 
kahveh 
coffee 
kohi 
kafei

he decided to buy two apples

tā juédìng mǎi liǎng gè píngguǒ
他   决定    买   两     个     苹果



Languages as Domains
• Multilingual learning is an extreme variety, 

different language = different domain 

• Adaptation: Improve accuracy on lower-resource 
languages by transferring knowledge from higher-resource 
languages 

• Robustness: Use one model for all languages, instead of 
one for each 

• At the same time, much more complexity! 
→ Requires modeling similarities/differences in lexicon, 
morphology, syntax, semantics, culture



Earlier Method on Multitask Learning 
Feature Space Regularization

• Try to regularize the features spaces learned to be 
closer to each-other (e.g. Ganin et al. 2016)



Much Simpler Multi-task Learning Method: 
Adding Domain Tags

• Translate into several languages by adding a tag 
about the target language (Johnson et al. 2017)

<fr> this is an example →  ceci est un exemple
<ja> this is an example → これは例です　

• Append a domain tag to input (Chu et al. 2017)
<news> news text
<med> medical text

• Introduces a small number of parameters 
(=embedding size) for each domain



Instruction Tuning



Text-to-Text Transfer Transformer 
T5 (Raffel et al. 2020)

• Supervised training on many NLP tasks 
• Control a single model to do tasks following the 

instructions in the prompt



Multitask Prompted Training  Enables 
Zero-shot Task Generalization

• T0 model (Sanh et al 2021) from Hugging Face



Zero-shot Task Generalization 
Concurrent paper from Google 

FLAN (Wei et al. 2021)



Learning to In-context Learn 
(Min et al. 2021)

• Convert many-shot datasets (typically used in fine-
tuning) to few-shot in-context learning examples



Instruction Tuning Datasets
• Good reference: FLAN Collection (Longpre et al. 2023)



Instruction Tuned Models
• FLAN-T5: huggingface/google/flan-t5-xxl  

• Encoder-decoder model based on T5 

• 11B parameters 

• LLaMa-2 Chat: huggingface/meta-llama/Llama-2-70b-chat-hf  

• Decoder-only model 

• 70B parameters 

• Mixtral instruct: huggingface/mistralai/Mixtral-8x7B-Instruct-v0.1  

• Decoder-only mixture of experts model 

• 45B parameters 

• (smaller versions also available - Mistral, LLaMa2-7B)

https://huggingface.co/google/flan-t5-xxl
https://huggingface.co/meta-llama/Llama-2-70b-chat-hf
https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1


Dataset Generation
• It is possible to automatically generate instruction 

tuning datasets, e.g. self-instruct (Wang et al. 2022)

• Can be used to train chain-of-thought — ORCA (Mukherjee et al. 2023) 

• Can be used to make instructions more complex — Evol-Instruct (Xu et al. 2023)



Selected Tasks from the  
GPT3-generated Data

• Input-first: Ask an LLM to come up with the input fields first based on the instruction, 
then produce the output 

• Output-first: Generate the output label, and then generate the input based on the output



Examples



Evol-Instruct 
(Xu et al. 2023)

• Starting with an initial set of instructions, rewrite them step by step 
into more complex instructions — Evol-Instruct (Xu et al. 2023)



Instruction Evolver



Instruction Evolver



Instruction Evolver



Example of Evol-Instruct



Questions?


