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Goals for Today
• Brief Introduction to Attention


• Transformer (Five Key Components)


• Advanced Training And Applications of Attention
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Encoder-decoder Models

(Sutskever et al. 2014)

I hate this movie

kono eiga ga kirai

I hate this movie

Encoder

Decoder 3



Sentence Representations

• But what if we could use multiple vectors, based on 
the length of the sentence.

this is an example

this is an example

It’s not ideal to compress the meaning of a 
sentence with variable length into a single vector. 

Problem!
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Attention
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Basic Idea of Attention
• Embed the source elements (e.g., English words) into a 

dictionary of (key, value) vectors

• When a query of a target element (e.g., a French word), pick 

relevant source elements by comparing query and keys

• Summarize the relevant values into a context vector
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exemple

Query

0.01

0.02

0.1

0.97

Target 

(French)

this 

is 

an 


example

Key Value
Source 


(English)

context vector



Basic Idea

(Bahdanau et al. 2015)

• Attention is first used in machine translation


• Encode each word in the sentence into a vector


• When decoding, perform a linear combination of these 
vectors, weighted by “attention weights”


• Use this combination in picking the next word


• In a sequence-to-sequence model, we sometimes call the 
attention from the target hidden vector (query) to all the 
source vectors (keys) as “target-to-source cross 
attention”.
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Attention: “pick” at the input

query: key: 

Learned function

[SOS]Un chiot mignon

x2

<latexit sha1_base64="Lql9aWO6BcULvEGgmjE81heTy+Q=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRU9S8OKxgmmFNpTNdtou3WzC7kYsob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMCxPBtXHdb6ewtr6xuVXcLu3s7u0flA+PWjpOFUOfxSJWDyHVKLhE33Aj8CFRSKNQYDsc38z89iMqzWN5byYJBhEdSj7gjBor+U+9rDbtlStu1Z2DrBIvJxXI0eyVv7r9mKURSsME1brjuYkJMqoMZwKnpW6qMaFsTIfYsVTSCHWQzY+dkjOr9MkgVrakIXP190RGI60nUWg7I2pGetmbif95ndQMroKMyyQ1KNli0SAVxMRk9jnpc4XMiIkllClubyVsRBVlxuZTsiF4yy+vklat6tWrF3f1SuM6j6MIJ3AK5+DBJTTgFprgAwMOz/AKb450Xpx352PRWnDymWP4A+fzB9MvjrE=</latexit>

x1

<latexit sha1_base64="9/UzW2I7j3HA2LpbfmDXIiIRUf4=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoicpePFYwbSFNpTNdtou3WzC7kYsob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMCxPBtXHdb6ewtr6xuVXcLu3s7u0flA+PmjpOFUOfxSJW7ZBqFFyib7gR2E4U0igU2ArHtzO/9YhK81g+mEmCQUSHkg84o8ZK/lMv86a9csWtunOQVeLlpAI5Gr3yV7cfszRCaZigWnc8NzFBRpXhTOC01E01JpSN6RA7lkoaoQ6y+bFTcmaVPhnEypY0ZK7+nshopPUkCm1nRM1IL3sz8T+vk5rBdZBxmaQGJVssGqSCmJjMPid9rpAZMbGEMsXtrYSNqKLM2HxKNgRv+eVV0ryoerXq5X2tUr/J4yjCCZzCOXhwBXW4gwb4wIDDM7zCmyOdF+fd+Vi0Fpx85hj+wPn8AdGqjrA=</latexit>

x3

<latexit sha1_base64="QofCmIslUy58TIpGSFPN5YJrf/g=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KolW9CQFLx4rmLbQhrLZbtqlm03YnYgl9Dd48aCIV3+QN/+N24+Dtj4YeLw3w8y8MJXCoOt+Oyura+sbm4Wt4vbO7t5+6eCwYZJMM+6zRCa6FVLDpVDcR4GSt1LNaRxK3gyHtxO/+ci1EYl6wFHKg5j2lYgEo2gl/6mbX4y7pbJbcacgy8SbkzLMUe+Wvjq9hGUxV8gkNabtuSkGOdUomOTjYiczPKVsSPu8bamiMTdBPj12TE6t0iNRom0pJFP190ROY2NGcWg7Y4oDs+hNxP+8dobRdZALlWbIFZstijJJMCGTz0lPaM5QjiyhTAt7K2EDqilDm0/RhuAtvrxMGucVr1q5vK+WazfzOApwDCdwBh5cQQ3uoA4+MBDwDK/w5ijnxXl3PmatK8585gj+wPn8AdS0jrI=</latexit>

y0

<latexit sha1_base64="OH0JId1Jt3SU5NS67Z7ryAZOD9I=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHisYD+gDWWznbRLN5uwuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzgkRwbVz32ymtrW9sbpW3Kzu7e/sH1cOjto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2AkmdzO/84RK81g+mixBP6IjyUPOqLFSKxvk7nRQrbl1dw6ySryC1KBAc1D96g9jlkYoDRNU657nJsbPqTKcCZxW+qnGhLIJHWHPUkkj1H4+P3ZKzqwyJGGsbElD5urviZxGWmdRYDsjasZ62ZuJ/3m91IQ3fs5lkhqUbLEoTAUxMZl9ToZcITMis4Qyxe2thI2poszYfCo2BG/55VXSvqh7l/Wrh8ta47aIowwncArn4ME1NOAemtACBhye4RXeHOm8OO/Ox6K15BQzx/AHzucP0a2OsA==</latexit>

One puppy is

y1

<latexit sha1_base64="N+CruqWhXYEyJJmdUZe/+b0ardo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xCzhfkSHSoSCUbTSQ9b3+uWKW3XnIKvEy0kFcjT65a/eIGZpxBUySY3pem6C/oRqFEzyaamXGp5QNqZD3rVU0YgbfzI/dUrOrDIgYaxtKSRz9ffEhEbGZFFgOyOKI7PszcT/vG6K4bU/ESpJkSu2WBSmkmBMZn+TgdCcocwsoUwLeythI6opQ5tOyYbgLb+8SloXVa9WvbyvVeo3eRxFOIFTOAcPrqAOd9CAJjAYwjO8wpsjnRfn3flYtBacfOYY/sD5/AEPzo2p</latexit>

y2

<latexit sha1_base64="mmO7tMmVuykZdbAnn2nvq0KeFhY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRY9FLx4r2lpoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgbjm5n/+IRK81g+mEmCfkSHkoecUWOl+0m/1i9X3Ko7B1klXk4qkKPZL3/1BjFLI5SGCap113MT42dUGc4ETku9VGNC2ZgOsWuppBFqP5ufOiVnVhmQMFa2pCFz9fdERiOtJ1FgOyNqRnrZm4n/ed3UhFd+xmWSGpRssShMBTExmf1NBlwhM2JiCWWK21sJG1FFmbHplGwI3vLLq6Rdq3r16sVdvdK4zuMowgmcwjl4cAkNuIUmtIDBEJ7hFd4c4bw4787HorXg5DPH8AfO5w8RUo2q</latexit>

y3

<latexit sha1_base64="AtC+sictXjsHbY8xLtLSfyYdY9Y=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oseiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvSKQw6LpfTmFldW19o7hZ2tre2d0r7x+0TJxqxpsslrHuBNRwKRRvokDJO4nmNAokbwfjm5nffuTaiFg9YJZwP6JDJULBKFrpPuuf98sVt+rOQf4SLycVyNHolz97g5ilEVfIJDWm67kJ+hOqUTDJp6VeanhC2ZgOeddSRSNu/Mn81Ck5scqAhLG2pZDM1Z8TExoZk0WB7YwojsyyNxP/87ophlf+RKgkRa7YYlGYSoIxmf1NBkJzhjKzhDIt7K2EjaimDG06JRuCt/zyX9I6q3q16sVdrVK/zuMowhEcwyl4cAl1uIUGNIHBEJ7gBV4d6Tw7b877orXg5DOH8AvOxzcS1o2r</latexit>

h2

<latexit sha1_base64="/w5wC0SQ4C5TQi3e6M/rKSvtWTY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRY9FLx4r2lpoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgbjm5n/+IRK81g+mEmCfkSHkoecUWOl+1G/1i9X3Ko7B1klXk4qkKPZL3/1BjFLI5SGCap113MT42dUGc4ETku9VGNC2ZgOsWuppBFqP5ufOiVnVhmQMFa2pCFz9fdERiOtJ1FgOyNqRnrZm4n/ed3UhFd+xmWSGpRssShMBTExmf1NBlwhM2JiCWWK21sJG1FFmbHplGwI3vLLq6Rdq3r16sVdvdK4zuMowgmcwjl4cAkNuIUmtIDBEJ7hFd4c4bw4787HorXg5DPH8AfO5w/3XY2Z</latexit>

h3

<latexit sha1_base64="UuQHl5s+qNDpgrC/nGrsg8FvUr0=">AAAB63icbVDLSsNAFL2pr1pfVZduBovgqiRaUXcFNy4r2Ae0oUymk2boPMLMRCihv+DGhSJu/SF3/o1Jm4W2HrhwOOde7r0niDkz1nW/ndLa+sbmVnm7srO7t39QPTzqGJVoQttEcaV7ATaUM0nblllOe7GmWAScdoPJXe53n6g2TMlHO42pL/BYspARbHMpGl5WhtWaW3fnQKvEK0gNCrSG1a/BSJFEUGkJx8b0PTe2foq1ZYTTWWWQGBpjMsFj2s+oxIIaP53fOkNnmTJCodJZSYvm6u+JFAtjpiLIOgW2kVn2cvE/r5/Y8MZPmYwTSyVZLAoTjqxC+eNoxDQllk8zgolm2a2IRFhjYrN48hC85ZdXSeei7jXqVw+NWvO2iKMMJ3AK5+DBNTThHlrQBgIRPMMrvDnCeXHenY9Fa8kpZo7hD5zPHytFjaU=</latexit>

s3

<latexit sha1_base64="aP/lmjzz+6hN9VpmPcCFqJSOTgs=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0m0ot4KXjxWsB/QhrLZTtqlu5uwuxFK6V/w4kERr/4hb/4bkzYHbX0w8Hhvhpl5QSy4sa777RTW1jc2t4rbpZ3dvf2D8uFRy0SJZthkkYh0J6AGBVfYtNwK7MQaqQwEtoPxXea3n1AbHqlHO4nRl3SoeMgZtZlk+pelfrniVt05yCrxclKBHI1++as3iFgiUVkmqDFdz42tP6XaciZwVuolBmPKxnSI3ZQqKtH40/mtM3KWKgMSRjotZclc/T0xpdKYiQzSTkntyCx7mfif101seONPuYoTi4otFoWJIDYi2eNkwDUyKyYpoUzz9FbCRlRTZtN4shC85ZdXSeui6tWqVw+1Sv02j6MIJ3AK5+DBNdThHhrQBAYjeIZXeHOk8+K8Ox+L1oKTzxzDHzifPzwSjbA=</latexit>

s2

<latexit sha1_base64="uanwNl5QFHBp6G0OvAd9KeroEY4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRb0VvHisYD+gDWWznbRLdzdhdyOU0r/gxYMiXv1D3vw3Jm0O2vpg4PHeDDPzglhwY1332ylsbG5t7xR3S3v7B4dH5eOTtokSzbDFIhHpbkANCq6wZbkV2I01UhkI7ASTu8zvPKE2PFKPdhqjL+lI8ZAzajPJDGqlQbniVt0FyDrxclKBHM1B+as/jFgiUVkmqDE9z42tP6PaciZwXuonBmPKJnSEvZQqKtH4s8Wtc3KRKkMSRjotZclC/T0xo9KYqQzSTknt2Kx6mfif10tseOPPuIoTi4otF4WJIDYi2eNkyDUyK6YpoUzz9FbCxlRTZtN4shC81ZfXSbtW9erVq4d6pXGbx1GEMziHS/DgGhpwD01oAYMxPMMrvDnSeXHenY9la8HJZ07hD5zPHzqNja8=</latexit>

s1

<latexit sha1_base64="TlnDJIxzJdDArsTtrOs0KXob9OU=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3S3U3YnQgl9C948aCIV/+QN/+NSZuDtj4YeLw3w8y8IJbCout+O6W19Y3NrfJ2ZWd3b/+genjUtlFiGG+xSEamG1DLpdC8hQIl78aGUxVI3gkmd7nfeeLGikg/4jTmvqIjLULBKOaSHXiVQbXm1t05yCrxClKDAs1B9as/jFiiuEYmqbU9z43RT6lBwSSfVfqJ5TFlEzrivYxqqrj10/mtM3KWKUMSRiYrjWSu/p5IqbJ2qoKsU1Ec22UvF//zegmGN34qdJwg12yxKEwkwYjkj5OhMJyhnGaEMiOyWwkbU0MZZvHkIXjLL6+S9kXdu6xfPVzWGrdFHGU4gVM4Bw+uoQH30IQWMBjDM7zCm6OcF+fd+Vi0lpxi5hj+wPn8ATkIja4=</latexit>

s0

<latexit sha1_base64="5mxq82C3nUVUuhDW9R8+e5R5EdE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkot4KXjxWtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzSRBP6JDyUPOqLHSg+67/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVa9WvbyvVeo3eRxFOIFTOAcPrqAOd9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AECcY2Z</latexit>

Attention score for (encoder) step  to (decoder) step 

Intuition: Send the most relevant  by  to step , however argmax operation is not differentiable!

Let   approximate  

with the maximum attention  

→

What does “send” mean?

Who receives it?

Output: 
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Attention (Example)

[SOS]Un chiot mignon

x2

<latexit sha1_base64="Lql9aWO6BcULvEGgmjE81heTy+Q=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRU9S8OKxgmmFNpTNdtou3WzC7kYsob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMCxPBtXHdb6ewtr6xuVXcLu3s7u0flA+PWjpOFUOfxSJWDyHVKLhE33Aj8CFRSKNQYDsc38z89iMqzWN5byYJBhEdSj7gjBor+U+9rDbtlStu1Z2DrBIvJxXI0eyVv7r9mKURSsME1brjuYkJMqoMZwKnpW6qMaFsTIfYsVTSCHWQzY+dkjOr9MkgVrakIXP190RGI60nUWg7I2pGetmbif95ndQMroKMyyQ1KNli0SAVxMRk9jnpc4XMiIkllClubyVsRBVlxuZTsiF4yy+vklat6tWrF3f1SuM6j6MIJ3AK5+DBJTTgFprgAwMOz/AKb450Xpx352PRWnDymWP4A+fzB9MvjrE=</latexit>

x1

<latexit sha1_base64="9/UzW2I7j3HA2LpbfmDXIiIRUf4=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoicpePFYwbSFNpTNdtou3WzC7kYsob/BiwdFvPqDvPlv3LY5aOuDgcd7M8zMCxPBtXHdb6ewtr6xuVXcLu3s7u0flA+PmjpOFUOfxSJW7ZBqFFyib7gR2E4U0igU2ArHtzO/9YhK81g+mEmCQUSHkg84o8ZK/lMv86a9csWtunOQVeLlpAI5Gr3yV7cfszRCaZigWnc8NzFBRpXhTOC01E01JpSN6RA7lkoaoQ6y+bFTcmaVPhnEypY0ZK7+nshopPUkCm1nRM1IL3sz8T+vk5rBdZBxmaQGJVssGqSCmJjMPid9rpAZMbGEMsXtrYSNqKLM2HxKNgRv+eVV0ryoerXq5X2tUr/J4yjCCZzCOXhwBXW4gwb4wIDDM7zCmyOdF+fd+Vi0Fpx85hj+wPn8AdGqjrA=</latexit>

x3

<latexit sha1_base64="QofCmIslUy58TIpGSFPN5YJrf/g=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KolW9CQFLx4rmLbQhrLZbtqlm03YnYgl9Dd48aCIV3+QN/+N24+Dtj4YeLw3w8y8MJXCoOt+Oyura+sbm4Wt4vbO7t5+6eCwYZJMM+6zRCa6FVLDpVDcR4GSt1LNaRxK3gyHtxO/+ci1EYl6wFHKg5j2lYgEo2gl/6mbX4y7pbJbcacgy8SbkzLMUe+Wvjq9hGUxV8gkNabtuSkGOdUomOTjYiczPKVsSPu8bamiMTdBPj12TE6t0iNRom0pJFP190ROY2NGcWg7Y4oDs+hNxP+8dobRdZALlWbIFZstijJJMCGTz0lPaM5QjiyhTAt7K2EDqilDm0/RhuAtvrxMGucVr1q5vK+WazfzOApwDCdwBh5cQQ3uoA4+MBDwDK/w5ijnxXl3PmatK8585gj+wPn8AdS0jrI=</latexit>

y0

<latexit sha1_base64="OH0JId1Jt3SU5NS67Z7ryAZOD9I=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0ZMUvHisYD+gDWWznbRLN5uwuxFC6G/w4kERr/4gb/4bt20O2vpg4PHeDDPzgkRwbVz32ymtrW9sbpW3Kzu7e/sH1cOjto5TxbDFYhGrbkA1Ci6xZbgR2E0U0igQ2AkmdzO/84RK81g+mixBP6IjyUPOqLFSKxvk7nRQrbl1dw6ySryC1KBAc1D96g9jlkYoDRNU657nJsbPqTKcCZxW+qnGhLIJHWHPUkkj1H4+P3ZKzqwyJGGsbElD5urviZxGWmdRYDsjasZ62ZuJ/3m91IQ3fs5lkhqUbLEoTAUxMZl9ToZcITMis4Qyxe2thI2poszYfCo2BG/55VXSvqh7l/Wrh8ta47aIowwncArn4ME1NOAemtACBhye4RXeHOm8OO/Ox6K15BQzx/AHzucP0a2OsA==</latexit>

One puppy is

y1

<latexit sha1_base64="N+CruqWhXYEyJJmdUZe/+b0ardo=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xCzhfkSHSoSCUbTSQ9b3+uWKW3XnIKvEy0kFcjT65a/eIGZpxBUySY3pem6C/oRqFEzyaamXGp5QNqZD3rVU0YgbfzI/dUrOrDIgYaxtKSRz9ffEhEbGZFFgOyOKI7PszcT/vG6K4bU/ESpJkSu2WBSmkmBMZn+TgdCcocwsoUwLeythI6opQ5tOyYbgLb+8SloXVa9WvbyvVeo3eRxFOIFTOAcPrqAOd9CAJjAYwjO8wpsjnRfn3flYtBacfOYY/sD5/AEPzo2p</latexit>

y2

<latexit sha1_base64="mmO7tMmVuykZdbAnn2nvq0KeFhY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRY9FLx4r2lpoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgbjm5n/+IRK81g+mEmCfkSHkoecUWOl+0m/1i9X3Ko7B1klXk4qkKPZL3/1BjFLI5SGCap113MT42dUGc4ETku9VGNC2ZgOsWuppBFqP5ufOiVnVhmQMFa2pCFz9fdERiOtJ1FgOyNqRnrZm4n/ed3UhFd+xmWSGpRssShMBTExmf1NBlwhM2JiCWWK21sJG1FFmbHplGwI3vLLq6Rdq3r16sVdvdK4zuMowgmcwjl4cAkNuIUmtIDBEJ7hFd4c4bw4787HorXg5DPH8AfO5w8RUo2q</latexit>

y3

<latexit sha1_base64="AtC+sictXjsHbY8xLtLSfyYdY9Y=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oseiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvSKQw6LpfTmFldW19o7hZ2tre2d0r7x+0TJxqxpsslrHuBNRwKRRvokDJO4nmNAokbwfjm5nffuTaiFg9YJZwP6JDJULBKFrpPuuf98sVt+rOQf4SLycVyNHolz97g5ilEVfIJDWm67kJ+hOqUTDJp6VeanhC2ZgOeddSRSNu/Mn81Ck5scqAhLG2pZDM1Z8TExoZk0WB7YwojsyyNxP/87ophlf+RKgkRa7YYlGYSoIxmf1NBkJzhjKzhDIt7K2EjaimDG06JRuCt/zyX9I6q3q16sVdrVK/zuMowhEcwyl4cAl1uIUGNIHBEJ7gBV4d6Tw7b877orXg5DOH8AvOxzcS1o2r</latexit>

h2

<latexit sha1_base64="/w5wC0SQ4C5TQi3e6M/rKSvtWTY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRY9FLx4r2lpoQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgbjm5n/+IRK81g+mEmCfkSHkoecUWOl+1G/1i9X3Ko7B1klXk4qkKPZL3/1BjFLI5SGCap113MT42dUGc4ETku9VGNC2ZgOsWuppBFqP5ufOiVnVhmQMFa2pCFz9fdERiOtJ1FgOyNqRnrZm4n/ed3UhFd+xmWSGpRssShMBTExmf1NBlwhM2JiCWWK21sJG1FFmbHplGwI3vLLq6Rdq3r16sVdvdK4zuMowgmcwjl4cAkNuIUmtIDBEJ7hFd4c4bw4787HorXg5DPH8AfO5w/3XY2Z</latexit>

h3

<latexit sha1_base64="UuQHl5s+qNDpgrC/nGrsg8FvUr0=">AAAB63icbVDLSsNAFL2pr1pfVZduBovgqiRaUXcFNy4r2Ae0oUymk2boPMLMRCihv+DGhSJu/SF3/o1Jm4W2HrhwOOde7r0niDkz1nW/ndLa+sbmVnm7srO7t39QPTzqGJVoQttEcaV7ATaUM0nblllOe7GmWAScdoPJXe53n6g2TMlHO42pL/BYspARbHMpGl5WhtWaW3fnQKvEK0gNCrSG1a/BSJFEUGkJx8b0PTe2foq1ZYTTWWWQGBpjMsFj2s+oxIIaP53fOkNnmTJCodJZSYvm6u+JFAtjpiLIOgW2kVn2cvE/r5/Y8MZPmYwTSyVZLAoTjqxC+eNoxDQllk8zgolm2a2IRFhjYrN48hC85ZdXSeei7jXqVw+NWvO2iKMMJ3AK5+DBNTThHlrQBgIRPMMrvDnCeXHenY9Fa8kpZo7hD5zPHytFjaU=</latexit>

s3

<latexit sha1_base64="aP/lmjzz+6hN9VpmPcCFqJSOTgs=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0m0ot4KXjxWsB/QhrLZTtqlu5uwuxFK6V/w4kERr/4hb/4bkzYHbX0w8Hhvhpl5QSy4sa777RTW1jc2t4rbpZ3dvf2D8uFRy0SJZthkkYh0J6AGBVfYtNwK7MQaqQwEtoPxXea3n1AbHqlHO4nRl3SoeMgZtZlk+pelfrniVt05yCrxclKBHI1++as3iFgiUVkmqDFdz42tP6XaciZwVuolBmPKxnSI3ZQqKtH40/mtM3KWKgMSRjotZclc/T0xpdKYiQzSTkntyCx7mfif101seONPuYoTi4otFoWJIDYi2eNkwDUyKyYpoUzz9FbCRlRTZtN4shC85ZdXSeui6tWqVw+1Sv02j6MIJ3AK5+DBNdThHhrQBAYjeIZXeHOk8+K8Ox+L1oKTzxzDHzifPzwSjbA=</latexit>

s2

<latexit sha1_base64="uanwNl5QFHBp6G0OvAd9KeroEY4=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRb0VvHisYD+gDWWznbRLdzdhdyOU0r/gxYMiXv1D3vw3Jm0O2vpg4PHeDDPzglhwY1332ylsbG5t7xR3S3v7B4dH5eOTtokSzbDFIhHpbkANCq6wZbkV2I01UhkI7ASTu8zvPKE2PFKPdhqjL+lI8ZAzajPJDGqlQbniVt0FyDrxclKBHM1B+as/jFgiUVkmqDE9z42tP6PaciZwXuonBmPKJnSEvZQqKtH4s8Wtc3KRKkMSRjotZclC/T0xo9KYqQzSTknt2Kx6mfif10tseOPPuIoTi4otF4WJIDYi2eNkyDUyK6YpoUzz9FbCxlRTZtN4shC81ZfXSbtW9erVq4d6pXGbx1GEMziHS/DgGhpwD01oAYMxPMMrvDnSeXHenY9la8HJZ07hD5zPHzqNja8=</latexit>

s1

<latexit sha1_base64="TlnDJIxzJdDArsTtrOs0KXob9OU=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3S3U3YnQgl9C948aCIV/+QN/+NSZuDtj4YeLw3w8y8IJbCout+O6W19Y3NrfJ2ZWd3b/+genjUtlFiGG+xSEamG1DLpdC8hQIl78aGUxVI3gkmd7nfeeLGikg/4jTmvqIjLULBKOaSHXiVQbXm1t05yCrxClKDAs1B9as/jFiiuEYmqbU9z43RT6lBwSSfVfqJ5TFlEzrivYxqqrj10/mtM3KWKUMSRiYrjWSu/p5IqbJ2qoKsU1Ec22UvF//zegmGN34qdJwg12yxKEwkwYjkj5OhMJyhnGaEMiOyWwkbU0MZZvHkIXjLL6+S9kXdu6xfPVzWGrdFHGU4gVM4Bw+uoQH30IQWMBjDM7zCm6OcF+fd+Vi0lpxi5hj+wPn8ATkIja4=</latexit>

s0

<latexit sha1_base64="5mxq82C3nUVUuhDW9R8+e5R5EdE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkot4KXjxWtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzSRBP6JDyUPOqLHSg+67/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVa9WvbyvVeo3eRxFOIFTOAcPrqAOd9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AECcY2Z</latexit>

k2

<latexit sha1_base64="iXqUadov4+fEniGwajNsip5AThI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRY8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD5NBbVCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmnXql69enVfrzTqeRxFOINzuAQPrqEBd9CEFjAYwTO8wpsjnRfn3flYthacfOYU/sD5/AH3uY2O</latexit>

k3

<latexit sha1_base64="/q7pND9tRWjwfu9KCAVVXVtIeas=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oseCF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0MO5f9ssVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14Y2fcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmldVL1a9eq+VqnX8jiKcAKncA4eXEMd7qABTWAwhGd4hTdHOC/Ou/OxaC04+cwx/IHz+QP5PY2P</latexit>

q1

<latexit sha1_base64="RHGu5MA49O0aQFTQf3pRBvjdJPM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48V7Qe0oWy2m3bpZhN3J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GNzO//cS1EbF6wEnC/YgOlQgFo2il+8e+1y9X3Ko7B1klXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJp6VeanhC2ZgOeddSRSNu/Gx+6pScWWVAwljbUkjm6u+JjEbGTKLAdkYUR2bZm4n/ed0Uw2s/EypJkSu2WBSmkmBMZn+TgdCcoZxYQpkW9lbCRlRThjadkg3BW355lbQuql6tenlXq9RreRxFOIFTOAcPrqAOt9CAJjAYwjO8wpsjnRfn3flYtBacfOYY/sD5/AH/WY2T</latexit>

�

<latexit sha1_base64="SlnuUapkfNw0svlkE6a3Veoq4fc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS0WPBi8cKpi20oWw223bpZjfsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8KBXcoOd9O6WNza3tnfJuZW//4PCoenzSNirTlAVUCaW7ETFMcMkC5ChYN9WMJJFgnWhyN/c7T0wbruQjTlMWJmQk+ZBTglYK+ipWOKjWvLq3gLtO/ILUoEBrUP3qx4pmCZNIBTGm53sphjnRyKlgs0o/MywldEJGrGepJAkzYb44duZeWCV2h0rbkugu1N8TOUmMmSaR7UwIjs2qNxf/83oZDm/DnMs0QybpctEwEy4qd/65G3PNKIqpJYRqbm916ZhoQtHmU7Eh+Ksvr5P2Vd1v1K8fGrVmo4ijDGdwDpfgww004R5aEAAFDs/wCm+OdF6cd+dj2VpyiplT+APn8wfpwI64</latexit>

�

<latexit sha1_base64="SlnuUapkfNw0svlkE6a3Veoq4fc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS0WPBi8cKpi20oWw223bpZjfsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8KBXcoOd9O6WNza3tnfJuZW//4PCoenzSNirTlAVUCaW7ETFMcMkC5ChYN9WMJJFgnWhyN/c7T0wbruQjTlMWJmQk+ZBTglYK+ipWOKjWvLq3gLtO/ILUoEBrUP3qx4pmCZNIBTGm53sphjnRyKlgs0o/MywldEJGrGepJAkzYb44duZeWCV2h0rbkugu1N8TOUmMmSaR7UwIjs2qNxf/83oZDm/DnMs0QybpctEwEy4qd/65G3PNKIqpJYRqbm916ZhoQtHmU7Eh+Ksvr5P2Vd1v1K8fGrVmo4ijDGdwDpfgww004R5aEAAFDs/wCm+OdF6cd+dj2VpyiplT+APn8wfpwI64</latexit>

�

<latexit sha1_base64="SlnuUapkfNw0svlkE6a3Veoq4fc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS0WPBi8cKpi20oWw223bpZjfsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8KBXcoOd9O6WNza3tnfJuZW//4PCoenzSNirTlAVUCaW7ETFMcMkC5ChYN9WMJJFgnWhyN/c7T0wbruQjTlMWJmQk+ZBTglYK+ipWOKjWvLq3gLtO/ILUoEBrUP3qx4pmCZNIBTGm53sphjnRyKlgs0o/MywldEJGrGepJAkzYb44duZeWCV2h0rbkugu1N8TOUmMmSaR7UwIjs2qNxf/83oZDm/DnMs0QybpctEwEy4qd/65G3PNKIqpJYRqbm916ZhoQtHmU7Eh+Ksvr5P2Vd1v1K8fGrVmo4ijDGdwDpfgww004R5aEAAFDs/wCm+OdF6cd+dj2VpyiplT+APn8wfpwI64</latexit>

e1,1

<latexit sha1_base64="Rk1YCKINbP3hTPbguNkZFlCamxA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIvCtvNihX3Kq7AFknXk4qkKM5KH/1hzFLI5SGCap1z3MT42dUGc4Ezkr9VGNC2YSOsGeppBFqP1ucOyMXVhmSMFa2pCEL9fdERiOtp1FgOyNqxnrVm4v/eb3UhLd+xmWSGpRsuShMBTExmf9OhlwhM2JqCWWK21sJG1NFmbEJlWwI3urL66R9XfVq1fpDrdKo5XEU4QzO4RI8uIEG3EMTWsBgAs/wCm9O4rw4787HsrXg5DOn8AfO5w+L1o8E</latexit>

e2,1

<latexit sha1_base64="3hMfGPQp6QifyaDtPjaAsT6jzt4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIalfebFCuuFV3AbJOvJxUIEdzUP7qD2OWRigNE1Trnucmxs+oMpwJnJX6qcaEsgkdYc9SSSPUfrY4d0YurDIkYaxsSUMW6u+JjEZaT6PAdkbUjPWqNxf/83qpCW/9jMskNSjZclGYCmJiMv+dDLlCZsTUEsoUt7cSNqaKMmMTKtkQvNWX10m7VvXq1euHeqVRz+MowhmcwyV4cAMNuIcmtIDBBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+NXY8F</latexit>

e3,1

<latexit sha1_base64="hLgwPJlEMyQn6v86/h8DRbJ9O5Y=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbexnVxfetF+uuFV3DrJKvJxUIEejX/7qDWKWRigNE1Trrucmxs+oMpwJnJZ6qcaEsjEdYtdSSSPUfjY/d0rOrDIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtkQvOWXV0nrsurVqtcPtUq9lsdRhBM4hXPw4AbqcA8NaAKDMTzDK7w5ifPivDsfi9aCk88cwx84nz+O5I8G</latexit>

softmax

↵3,1

<latexit sha1_base64="dNztEtxLSd7hyh0YtQsalZK4zSY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AE8pku22XbjZhdyOU0L/hxYMiXv0z3vw3btsctPXBwOO9GWbmhYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nirImjUWsOiFqJrhkTcONYJ1EMYxCwdrh+G7mt5+Y0jyWj2aSsCDCoeQDTtFYyfdRJCPsZVcX3rRXrrhVdw6ySrycVCBHo1f+8vsxTSMmDRWodddzExNkqAyngk1LfqpZgnSMQ9a1VGLEdJDNb56SM6v0ySBWtqQhc/X3RIaR1pMotJ0RmpFe9mbif143NYPbIOMySQ2TdLFokApiYjILgPS5YtSIiSVIFbe3EjpChdTYmEo2BG/55VXSuqx6ter1Q61Sr+VxFOEETuEcPLiBOtxDA5pAIYFneIU3J3VenHfnY9FacPKZY/gD5/MHXSKRNQ==</latexit>

↵2,1

<latexit sha1_base64="wMTz6mT4RZJxIAsAaCZYFCxkXUo=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2AJpTJdtsu3STL7kYooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC6Xg2rjut1PY2Nza3inulvb2Dw6PyscnbZ2kirIWTUSiuiFqJnjMWoYbwbpSMYxCwTrh5G7ud56Y0jyJH81UsiDCUcyHnKKxku+jkGPsZ7Urb9YvV9yquwBZJ15OKpCj2S9/+YOEphGLDRWodc9zpQkyVIZTwWYlP9VMIp3giPUsjTFiOsgWN8/IhVUGZJgoW7EhC/X3RIaR1tMotJ0RmrFe9ebif14vNcPbIOOxTA2L6XLRMBXEJGQeABlwxagRU0uQKm5vJXSMCqmxMZVsCN7qy+ukXat69er1Q73SqOdxFOEMzuESPLiBBtxDE1pAQcIzvMKbkzovzrvzsWwtOPnMKfyB8/kDW5uRNA==</latexit>

↵1,1

<latexit sha1_base64="LyOwVjezDrlQ6+jFSdAz+6uLWME=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4kJJIRY8FLx4r2A9oQplsN+3STbLsboQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8UAqujet+O2vrG5tb26Wd8u7e/sFh5ei4rdNMUdaiqUhVN0TNBE9Yy3AjWFcqhnEoWCcc3838zhNTmqfJo5lIFsQ4THjEKRor+T4KOcJ+7l16036l6tbcOcgq8QpShQLNfuXLH6Q0i1liqECte54rTZCjMpwKNi37mWYS6RiHrGdpgjHTQT6/eUrOrTIgUapsJYbM1d8TOcZaT+LQdsZoRnrZm4n/eb3MRLdBzhOZGZbQxaIoE8SkZBYAGXDFqBETS5Aqbm8ldIQKqbExlW0I3vLLq6R9VfPqteuHerVRL+IowSmcwQV4cAMNuIcmtICChGd4hTcnc16cd+dj0brmFDMn8AfO5w9aFJEz</latexit>

X

t

↵tht

<latexit sha1_base64="VZ8yDcfzCpUP6k3ssTtggHgPG6M=">AAAB/HicbZDLSsNAFIYn9VbrLdqlm8EiuCqJVHRZcOOygr1AE8JkOmmHziRh5kQIob6KGxeKuPVB3Pk2TtsstPWHgY//nMM584ep4Boc59uqbGxube9Ud2t7+weHR/bxSU8nmaKsSxORqEFINBM8Zl3gINggVYzIULB+OL2d1/uPTGmexA+Qp8yXZBzziFMCxgrsuqczGQD2iEgnxMAkgMBuOE1nIbwObgkNVKoT2F/eKKGZZDFQQbQeuk4KfkEUcCrYrOZlmqWETsmYDQ3GRDLtF4vjZ/jcOCMcJcq8GPDC/T1REKl1LkPTKQlM9Gptbv5XG2YQ3fgFj9MMWEyXi6JMYEjwPAk84opRELkBQhU3t2I6IYpQMHnVTAju6pfXoXfZdFvNq/tWo90q46iiU3SGLpCLrlEb3aEO6iKKcvSMXtGb9WS9WO/Wx7K1YpUzdfRH1ucPbY6Ulw==</latexit>

Feedforward

ŷ1

<latexit sha1_base64="UEU6ZCvfvNMW4pSqiDiobAG62zU=">AAAB8HicbVBNS8NAEJ34WetX1aOXxSJ4KolU9Fjw4rGC/ZA2lM120y7dbMLuRAihv8KLB0W8+nO8+W/ctjlo64OBx3szzMwLEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJ7czvPHFtRKweMEu4H9GREqFgFK302B9TzLPpwBtUqm7NnYOsEq8gVSjQHFS++sOYpRFXyCQ1pue5Cfo51SiY5NNyPzU8oWxCR7xnqaIRN34+P3hKzq0yJGGsbSkkc/X3RE4jY7IosJ0RxbFZ9mbif14vxfDGz4VKUuSKLRaFqSQYk9n3ZCg0ZygzSyjTwt5K2JhqytBmVLYheMsvr5L2Zc2r167u69VGvYijBKdwBhfgwTU04A6a0AIGETzDK7w52nlx3p2PReuaU8ycwB84nz/ax5Bo</latexit>

9



Image from Bahdanau et al. (2015)

A Graphical Example
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Attention Score Functions (1)
• q is the query and k is the key


• Multi-layer Perceptron (Bahdanau et al. 2015) 
 

• Flexible, often very good with large data


• Bilinear (Luong et al. 2015)

a(q,k) = w|
2 tanh(W1[q;k])

a(q,k) = q|Wk
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Attention Score Functions (2)
• Dot Product (Luong et al. 2015) 

 

• No parameters! But requires sizes to be the same.


• Scaled Dot Product (Vaswani et al. 2017)


• Problem: scale of dot product increases as dimensions get 
larger


• Fix: scale by size of the vector

a(q,k) = q|k

a(q,k) =
q|kp
|k|

12



Transformer:

“Attention is All You Need”


(Vaswani et al. 2017)
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• A sequence-to-
sequence model based 
entirely on attention


• Strong results on 
translation, a wide 
variety of other tasks


• Fast: only matrix 
multiplications

Summary of the 
“Transformer"

(Vaswani et al. 2017)

14



• A few key components to make Transformer work.


1. Self-attention — allows parallel computing of all tokens


2. Multi-headed attention — allows querying multiple positions at each layer


3. Position encoding — adds position information to each token


4. Adding nonlinearities — combines features from a self-attention layer


5. Masked decoding — prevents attention lookups in the future tokens

Transformers
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Self Attention

(Cheng et al. 2016, Vaswani et al. 2017)

• Intuition: Each element in the sentence attends to all elements 
including itself → context sensitive encodings!


• Each element will be used as key, value and query in self-attention

this is an example
this
is
an

example
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Self-Attention

e1,1

<latexit sha1_base64="Rk1YCKINbP3hTPbguNkZFlCamxA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIvCtvNihX3Kq7AFknXk4qkKM5KH/1hzFLI5SGCap1z3MT42dUGc4Ezkr9VGNC2YSOsGeppBFqP1ucOyMXVhmSMFa2pCEL9fdERiOtp1FgOyNqxnrVm4v/eb3UhLd+xmWSGpRsuShMBTExmf9OhlwhM2JqCWWK21sJG1NFmbEJlWwI3urL66R9XfVq1fpDrdKo5XEU4QzO4RI8uIEG3EMTWsBgAs/wCm9O4rw4787HsrXg5DOn8AfO5w+L1o8E</latexit>

e1,2

<latexit sha1_base64="OPiIIBUgS5ZaRLSJ8nqvyXSjooA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIvKvabFCuuFV3AbJOvJxUIEdzUP7qD2OWRigNE1Trnucmxs+oMpwJnJX6qcaEsgkdYc9SSSPUfrY4d0YurDIkYaxsSUMW6u+JjEZaT6PAdkbUjPWqNxf/83qpCW/9jMskNSjZclGYCmJiMv+dDLlCZsTUEsoUt7cSNqaKMmMTKtkQvNWX10m7VvXq1euHeqVRz+MowhmcwyV4cAMNuIcmtIDBBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+NW48F</latexit>

e1,3

<latexit sha1_base64="MER/rCzpyK18McJPzpOxWuiCpXk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbexn3sXVtF+uuFV3DrJKvJxUIEejX/7qDWKWRigNE1Trrucmxs+oMpwJnJZ6qcaEsjEdYtdSSSPUfjY/d0rOrDIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtkQvOWXV0nrsurVqtcPtUq9lsdRhBM4hXPw4AbqcA8NaAKDMTzDK7w5ifPivDsfi9aCk88cwx84nz+O4I8G</latexit>

 

↵1,3

<latexit sha1_base64="1/h1TM3TrttgzJqOL+LIxWtOhwk=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AE8pku22XbjZhdyOU0L/hxYMiXv0z3vw3btsctPXBwOO9GWbmhYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nirImjUWsOiFqJrhkTcONYJ1EMYxCwdrh+G7mt5+Y0jyWj2aSsCDCoeQDTtFYyfdRJCPsZd7F1bRXrrhVdw6ySrycVCBHo1f+8vsxTSMmDRWodddzExNkqAyngk1LfqpZgnSMQ9a1VGLEdJDNb56SM6v0ySBWtqQhc/X3RIaR1pMotJ0RmpFe9mbif143NYPbIOMySQ2TdLFokApiYjILgPS5YtSIiSVIFbe3EjpChdTYmEo2BG/55VXSuqx6ter1Q61Sr+VxFOEETuEcPLiBOtxDA5pAIYFneIU3J3VenHfnY9FacPKZY/gD5/MHXR6RNQ==</latexit>

↵1,2

<latexit sha1_base64="a99uximYI7WfGFmVQpHZE7m89Ak=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2AJpTJdtsu3STL7kYooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC6Xg2rjut1PY2Nza3inulvb2Dw6PyscnbZ2kirIWTUSiuiFqJnjMWoYbwbpSMYxCwTrh5G7ud56Y0jyJH81UsiDCUcyHnKKxku+jkGPsZ95VbdYvV9yquwBZJ15OKpCj2S9/+YOEphGLDRWodc9zpQkyVIZTwWYlP9VMIp3giPUsjTFiOsgWN8/IhVUGZJgoW7EhC/X3RIaR1tMotJ0RmrFe9ebif14vNcPbIOOxTA2L6XLRMBXEJGQeABlwxagRU0uQKm5vJXSMCqmxMZVsCN7qy+ukXat69er1Q73SqOdxFOEMzuESPLiBBtxDE1pAQcIzvMKbkzovzrvzsWwtOPnMKfyB8/kDW5mRNA==</latexit>

↵1,1

<latexit sha1_base64="LyOwVjezDrlQ6+jFSdAz+6uLWME=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4kJJIRY8FLx4r2A9oQplsN+3STbLsboQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8UAqujet+O2vrG5tb26Wd8u7e/sFh5ei4rdNMUdaiqUhVN0TNBE9Yy3AjWFcqhnEoWCcc3838zhNTmqfJo5lIFsQ4THjEKRor+T4KOcJ+7l16036l6tbcOcgq8QpShQLNfuXLH6Q0i1liqECte54rTZCjMpwKNi37mWYS6RiHrGdpgjHTQT6/eUrOrTIgUapsJYbM1d8TOcZaT+LQdsZoRnrZm4n/eb3MRLdBzhOZGZbQxaIoE8SkZBYAGXDFqBETS5Aqbm8ldIQKqbExlW0I3vLLq6R9VfPqteuHerVRL+IowSmcwQV4cAMNuIcmtICChGd4hTcnc16cd+dj0brmFDMn8AfO5w9aFJEz</latexit>

Example to compute the attention context for the -th token
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Self-Attention

e1,1

<latexit sha1_base64="Rk1YCKINbP3hTPbguNkZFlCamxA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIvCtvNihX3Kq7AFknXk4qkKM5KH/1hzFLI5SGCap1z3MT42dUGc4Ezkr9VGNC2YSOsGeppBFqP1ucOyMXVhmSMFa2pCEL9fdERiOtp1FgOyNqxnrVm4v/eb3UhLd+xmWSGpRsuShMBTExmf9OhlwhM2JqCWWK21sJG1NFmbEJlWwI3urL66R9XfVq1fpDrdKo5XEU4QzO4RI8uIEG3EMTWsBgAs/wCm9O4rw4787HsrXg5DOn8AfO5w+L1o8E</latexit>

e1,2

<latexit sha1_base64="OPiIIBUgS5ZaRLSJ8nqvyXSjooA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIvKvabFCuuFV3AbJOvJxUIEdzUP7qD2OWRigNE1Trnucmxs+oMpwJnJX6qcaEsgkdYc9SSSPUfrY4d0YurDIkYaxsSUMW6u+JjEZaT6PAdkbUjPWqNxf/83qpCW/9jMskNSjZclGYCmJiMv+dDLlCZsTUEsoUt7cSNqaKMmMTKtkQvNWX10m7VvXq1euHeqVRz+MowhmcwyV4cAMNuIcmtIDBBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+NW48F</latexit>

e1,3

<latexit sha1_base64="MER/rCzpyK18McJPzpOxWuiCpXk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbexn3sXVtF+uuFV3DrJKvJxUIEejX/7qDWKWRigNE1Trrucmxs+oMpwJnJZ6qcaEsjEdYtdSSSPUfjY/d0rOrDIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtkQvOWXV0nrsurVqtcPtUq9lsdRhBM4hXPw4AbqcA8NaAKDMTzDK7w5ifPivDsfi9aCk88cwx84nz+O4I8G</latexit>

 

↵1,3

<latexit sha1_base64="1/h1TM3TrttgzJqOL+LIxWtOhwk=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AE8pku22XbjZhdyOU0L/hxYMiXv0z3vw3btsctPXBwOO9GWbmhYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nirImjUWsOiFqJrhkTcONYJ1EMYxCwdrh+G7mt5+Y0jyWj2aSsCDCoeQDTtFYyfdRJCPsZd7F1bRXrrhVdw6ySrycVCBHo1f+8vsxTSMmDRWodddzExNkqAyngk1LfqpZgnSMQ9a1VGLEdJDNb56SM6v0ySBWtqQhc/X3RIaR1pMotJ0RmpFe9mbif143NYPbIOMySQ2TdLFokApiYjILgPS5YtSIiSVIFbe3EjpChdTYmEo2BG/55VXSuqx6ter1Q61Sr+VxFOEETuEcPLiBOtxDA5pAIYFneIU3J3VenHfnY9FacPKZY/gD5/MHXR6RNQ==</latexit>

↵1,2

<latexit sha1_base64="a99uximYI7WfGFmVQpHZE7m89Ak=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2AJpTJdtsu3STL7kYooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC6Xg2rjut1PY2Nza3inulvb2Dw6PyscnbZ2kirIWTUSiuiFqJnjMWoYbwbpSMYxCwTrh5G7ud56Y0jyJH81UsiDCUcyHnKKxku+jkGPsZ95VbdYvV9yquwBZJ15OKpCj2S9/+YOEphGLDRWodc9zpQkyVIZTwWYlP9VMIp3giPUsjTFiOsgWN8/IhVUGZJgoW7EhC/X3RIaR1tMotJ0RmrFe9ebif14vNcPbIOOxTA2L6XLRMBXEJGQeABlwxagRU0uQKm5vJXSMCqmxMZVsCN7qy+ukXat69er1Q73SqOdxFOEMzuESPLiBBtxDE1pAQcIzvMKbkzovzrvzsWwtOPnMKfyB8/kDW5mRNA==</latexit>

↵1,1

<latexit sha1_base64="LyOwVjezDrlQ6+jFSdAz+6uLWME=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4kJJIRY8FLx4r2A9oQplsN+3STbLsboQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8UAqujet+O2vrG5tb26Wd8u7e/sFh5ei4rdNMUdaiqUhVN0TNBE9Yy3AjWFcqhnEoWCcc3838zhNTmqfJo5lIFsQ4THjEKRor+T4KOcJ+7l16036l6tbcOcgq8QpShQLNfuXLH6Q0i1liqECte54rTZCjMpwKNi37mWYS6RiHrGdpgjHTQT6/eUrOrTIgUapsJYbM1d8TOcZaT+LQdsZoRnrZm4n/eb3MRLdBzhOZGZbQxaIoE8SkZBYAGXDFqBETS5Aqbm8ldIQKqbExlW0I3vLLq6R9VfPqteuHerVRL+IowSmcwQV4cAMNuIcmtICChGd4hTcnc16cd+dj0brmFDMn8AfO5w9aFJEz</latexit>

Abstraction
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Self-Attention

e1,1

<latexit sha1_base64="Rk1YCKINbP3hTPbguNkZFlCamxA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIvCtvNihX3Kq7AFknXk4qkKM5KH/1hzFLI5SGCap1z3MT42dUGc4Ezkr9VGNC2YSOsGeppBFqP1ucOyMXVhmSMFa2pCEL9fdERiOtp1FgOyNqxnrVm4v/eb3UhLd+xmWSGpRsuShMBTExmf9OhlwhM2JqCWWK21sJG1NFmbEJlWwI3urL66R9XfVq1fpDrdKo5XEU4QzO4RI8uIEG3EMTWsBgAs/wCm9O4rw4787HsrXg5DOn8AfO5w+L1o8E</latexit>

e1,2

<latexit sha1_base64="OPiIIBUgS5ZaRLSJ8nqvyXSjooA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIvKvabFCuuFV3AbJOvJxUIEdzUP7qD2OWRigNE1Trnucmxs+oMpwJnJX6qcaEsgkdYc9SSSPUfrY4d0YurDIkYaxsSUMW6u+JjEZaT6PAdkbUjPWqNxf/83qpCW/9jMskNSjZclGYCmJiMv+dDLlCZsTUEsoUt7cSNqaKMmMTKtkQvNWX10m7VvXq1euHeqVRz+MowhmcwyV4cAMNuIcmtIDBBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+NW48F</latexit>

e1,3

<latexit sha1_base64="MER/rCzpyK18McJPzpOxWuiCpXk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbexn3sXVtF+uuFV3DrJKvJxUIEejX/7qDWKWRigNE1Trrucmxs+oMpwJnJZ6qcaEsjEdYtdSSSPUfjY/d0rOrDIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtkQvOWXV0nrsurVqtcPtUq9lsdRhBM4hXPw4AbqcA8NaAKDMTzDK7w5ifPivDsfi9aCk88cwx84nz+O4I8G</latexit>

 

↵1,3

<latexit sha1_base64="1/h1TM3TrttgzJqOL+LIxWtOhwk=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AE8pku22XbjZhdyOU0L/hxYMiXv0z3vw3btsctPXBwOO9GWbmhYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nirImjUWsOiFqJrhkTcONYJ1EMYxCwdrh+G7mt5+Y0jyWj2aSsCDCoeQDTtFYyfdRJCPsZd7F1bRXrrhVdw6ySrycVCBHo1f+8vsxTSMmDRWodddzExNkqAyngk1LfqpZgnSMQ9a1VGLEdJDNb56SM6v0ySBWtqQhc/X3RIaR1pMotJ0RmpFe9mbif143NYPbIOMySQ2TdLFokApiYjILgPS5YtSIiSVIFbe3EjpChdTYmEo2BG/55VXSuqx6ter1Q61Sr+VxFOEETuEcPLiBOtxDA5pAIYFneIU3J3VenHfnY9FacPKZY/gD5/MHXR6RNQ==</latexit>

↵1,2

<latexit sha1_base64="a99uximYI7WfGFmVQpHZE7m89Ak=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2AJpTJdtsu3STL7kYooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC6Xg2rjut1PY2Nza3inulvb2Dw6PyscnbZ2kirIWTUSiuiFqJnjMWoYbwbpSMYxCwTrh5G7ud56Y0jyJH81UsiDCUcyHnKKxku+jkGPsZ95VbdYvV9yquwBZJ15OKpCj2S9/+YOEphGLDRWodc9zpQkyVIZTwWYlP9VMIp3giPUsjTFiOsgWN8/IhVUGZJgoW7EhC/X3RIaR1tMotJ0RmrFe9ebif14vNcPbIOOxTA2L6XLRMBXEJGQeABlwxagRU0uQKm5vJXSMCqmxMZVsCN7qy+ukXat69er1Q73SqOdxFOEMzuESPLiBBtxDE1pAQcIzvMKbkzovzrvzsWwtOPnMKfyB8/kDW5mRNA==</latexit>

↵1,1

<latexit sha1_base64="LyOwVjezDrlQ6+jFSdAz+6uLWME=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4kJJIRY8FLx4r2A9oQplsN+3STbLsboQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8UAqujet+O2vrG5tb26Wd8u7e/sFh5ei4rdNMUdaiqUhVN0TNBE9Yy3AjWFcqhnEoWCcc3838zhNTmqfJo5lIFsQ4THjEKRor+T4KOcJ+7l16036l6tbcOcgq8QpShQLNfuXLH6Q0i1liqECte54rTZCjMpwKNi37mWYS6RiHrGdpgjHTQT6/eUrOrTIgUapsJYbM1d8TOcZaT+LQdsZoRnrZm4n/eb3MRLdBzhOZGZbQxaIoE8SkZBYAGXDFqBETS5Aqbm8ldIQKqbExlW0I3vLLq6R9VfPqteuHerVRL+IowSmcwQV4cAMNuIcmtICChGd4hTcnc16cd+dj0brmFDMn8AfO5w9aFJEz</latexit>

Abstraction
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Multi-headed Attention
• Idea: multiple attention “heads” focus on different parts of the sentence

• Or multiple 
independently learned 
heads (Vaswani et al. 
2017)

• e.g. Different 
heads for “copy” vs 
regular (Allamanis 
et al. 2016)

• Or one head for every hidden node! (Choi et al. 2018)
20



Multi-head attention

head 1 self-attention

a3,1

<latexit sha1_base64="R+Exbkz9rI57b6eZD9a5hMiEP1w=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbdrPri68ab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr5LWZdWrVa8fapV6LY+jCCdwCufgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AiLyPAg==</latexit>

a2,1

<latexit sha1_base64="f2M9jXqIEd3+kFS2EJq45PE4fzY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODrHblzQblilt1FyDrxMtJBXI0B+Wv/jCmacSkoQK17nluYvwMleFUsFmpn2qWIJ3giPUslRgx7WeLc2fkwipDEsbKljRkof6eyDDSehoFtjNCM9ar3lz8z+ulJrz1My6T1DBJl4vCVBATk/nvZMgVo0ZMLUGquL2V0DEqpMYmVLIheKsvr5N2rerVq9cP9UqjnsdRhDM4h0vw4AYacA9NaAGFCTzDK7w5ifPivDsfy9aCk8+cwh84nz+HNY8B</latexit>

a1,1

<latexit sha1_base64="ugGJwi3Ch02U3W0WA/td7x5relg=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODzLvyZoNyxa26C5B14uWkAjmag/JXfxjTNGLSUIFa9zw3MX6GynAq2KzUTzVLkE5wxHqWSoyY9rPFuTNyYZUhCWNlSxqyUH9PZBhpPY0C2xmhGetVby7+5/VSE976GZdJapiky0VhKoiJyfx3MuSKUSOmliBV3N5K6BgVUmMTKtkQvNWX10n7uurVqvWHWqVRy+MowhmcwyV4cAMNuIcmtIDCBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+Fro8A</latexit>

Compute weights independently for each head
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Multi-head attention

a3,1

<latexit sha1_base64="R+Exbkz9rI57b6eZD9a5hMiEP1w=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbdrPri68ab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr5LWZdWrVa8fapV6LY+jCCdwCufgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AiLyPAg==</latexit>

a2,1

<latexit sha1_base64="f2M9jXqIEd3+kFS2EJq45PE4fzY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODrHblzQblilt1FyDrxMtJBXI0B+Wv/jCmacSkoQK17nluYvwMleFUsFmpn2qWIJ3giPUslRgx7WeLc2fkwipDEsbKljRkof6eyDDSehoFtjNCM9ar3lz8z+ulJrz1My6T1DBJl4vCVBATk/nvZMgVo0ZMLUGquL2V0DEqpMYmVLIheKsvr5N2rerVq9cP9UqjnsdRhDM4h0vw4AYacA9NaAGFCTzDK7w5ifPivDsfy9aCk8+cwh84nz+HNY8B</latexit>

a1,1

<latexit sha1_base64="ugGJwi3Ch02U3W0WA/td7x5relg=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODzLvyZoNyxa26C5B14uWkAjmag/JXfxjTNGLSUIFa9zw3MX6GynAq2KzUTzVLkE5wxHqWSoyY9rPFuTNyYZUhCWNlSxqyUH9PZBhpPY0C2xmhGetVby7+5/VSE976GZdJapiky0VhKoiJyfx3MuSKUSOmliBV3N5K6BgVUmMTKtkQvNWX10n7uurVqvWHWqVRy+MowhmcwyV4cAMNuIcmtIDCBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+Fro8A</latexit>

head 1 self-attention

head 2 self-attentionhead 2 self-attention

Compute weights independently for each head
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Multi-head attention

a3,1

<latexit sha1_base64="R+Exbkz9rI57b6eZD9a5hMiEP1w=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbdrPri68ab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr5LWZdWrVa8fapV6LY+jCCdwCufgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AiLyPAg==</latexit>

a2,1

<latexit sha1_base64="f2M9jXqIEd3+kFS2EJq45PE4fzY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODrHblzQblilt1FyDrxMtJBXI0B+Wv/jCmacSkoQK17nluYvwMleFUsFmpn2qWIJ3giPUslRgx7WeLc2fkwipDEsbKljRkof6eyDDSehoFtjNCM9ar3lz8z+ulJrz1My6T1DBJl4vCVBATk/nvZMgVo0ZMLUGquL2V0DEqpMYmVLIheKsvr5N2rerVq9cP9UqjnsdRhDM4h0vw4AYacA9NaAGFCTzDK7w5ifPivDsfy9aCk8+cwh84nz+HNY8B</latexit>

a1,1

<latexit sha1_base64="ugGJwi3Ch02U3W0WA/td7x5relg=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODzLvyZoNyxa26C5B14uWkAjmag/JXfxjTNGLSUIFa9zw3MX6GynAq2KzUTzVLkE5wxHqWSoyY9rPFuTNyYZUhCWNlSxqyUH9PZBhpPY0C2xmhGetVby7+5/VSE976GZdJapiky0VhKoiJyfx3MuSKUSOmliBV3N5K6BgVUmMTKtkQvNWX10n7uurVqvWHWqVRy+MowhmcwyV4cAMNuIcmtIDCBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+Fro8A</latexit>

head 1 self-attention

head 2 self-attention
head 2 self-attention

h h h

a2,I

<latexit sha1_base64="EcHQAswGl09holR8sEsA3Xn7MrQ=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJKUih4LXvRWwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut7O2vrG5tV3YKe7u7R8clo6OWzpOFcMmi0WsOgHVKLjEpuFGYCdRSKNAYDsY38789hMqzWP5aCYJ+hEdSh5yRo2V2rSfVS/vp/1S2a24c5BV4uWkDDka/dJXbxCzNEJpmKBadz03MX5GleFM4LTYSzUmlI3pELuWShqh9rP5uVNybpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nvZMAVMiMmllCmuL2VsBFVlBmbUNGG4C2/vEpa1YpXq1w91Mr1Wh5HAU7hDC7Ag2uowx00oAkMxvAMr/DmJM6L8+58LFrXnHzmBP7A+fwBq62PGQ==</latexit>

a3,I

<latexit sha1_base64="bzA4HVPgB5Irmg8b4WxpjUXOc+A=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJJoRY8FL3qrYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777aysrq1vbBa2its7u3v7pYPDpolTzXiDxTLW7YAaLoXiDRQoeTvRnEaB5K1gdDv1W09cGxGrRxwn3I/oQIlQMIpWatFednl+P+mVym7FnYEsEy8nZchR75W+uv2YpRFXyCQ1puO5CfoZ1SiY5JNiNzU8oWxEB7xjqaIRN342O3dCTq3SJ2GsbSkkM/X3REYjY8ZRYDsjikOz6E3F/7xOiuGNnwmVpMgVmy8KU0kwJtPfSV9ozlCOLaFMC3srYUOqKUObUNGG4C2+vEyaFxWvWrl6qJZr1TyOAhzDCZyBB9dQgzuoQwMYjOAZXuHNSZwX5935mLeuOPnMEfyB8/kDrTSPGg==</latexit>

head  self-attention

… … … … … … … … …

… ……

Compute weights independently for each head

where  is the number of heads. Around 8 
heads seems to work pretty well for big models
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Self-attention is still linear
• Every self-attention “layer” is a linear transformation of the previous layer (with 

non-linear attention weights)


• This is not very expressive to learn from the complex data

Multi-head self-attention

a3,1

<latexit sha1_base64="R+Exbkz9rI57b6eZD9a5hMiEP1w=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbdrPri68ab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr5LWZdWrVa8fapV6LY+jCCdwCufgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AiLyPAg==</latexit>

a2,1

<latexit sha1_base64="f2M9jXqIEd3+kFS2EJq45PE4fzY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODrHblzQblilt1FyDrxMtJBXI0B+Wv/jCmacSkoQK17nluYvwMleFUsFmpn2qWIJ3giPUslRgx7WeLc2fkwipDEsbKljRkof6eyDDSehoFtjNCM9ar3lz8z+ulJrz1My6T1DBJl4vCVBATk/nvZMgVo0ZMLUGquL2V0DEqpMYmVLIheKsvr5N2rerVq9cP9UqjnsdRhDM4h0vw4AYacA9NaAGFCTzDK7w5ifPivDsfy9aCk8+cwh84nz+HNY8B</latexit>

a1,1

<latexit sha1_base64="ugGJwi3Ch02U3W0WA/td7x5relg=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODzLvyZoNyxa26C5B14uWkAjmag/JXfxjTNGLSUIFa9zw3MX6GynAq2KzUTzVLkE5wxHqWSoyY9rPFuTNyYZUhCWNlSxqyUH9PZBhpPY0C2xmhGetVby7+5/VSE976GZdJapiky0VhKoiJyfx3MuSKUSOmliBV3N5K6BgVUmMTKtkQvNWX10n7uurVqvWHWqVRy+MowhmcwyV4cAMNuIcmtIDCBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+Fro8A</latexit>

x2

<latexit sha1_base64="T8jbDwSb5Cz+siw6CTrJufQ1ADw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRY8FLx4r2lZoQ9lsN+3SzSbsTsQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMb6IaCGS6F4CwVK/pBoTqNA8k4wvp75nUeujYjVPU4S7kd0qEQoGEUr3T31a/1yxa26c5BV4uWkAjma/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/mp07JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbzyM6GSFLlii0VhKgnGZPY3GQjNGcqJJZRpYW8lbEQ1ZWjTKdkQvOWXV0m7VvXq1YvbeqVRz+Mowgmcwjl4cAkNuIEmtIDBEJ7hFd4c6bw4787HorXg5DPH8AfO5w8Llo2b</latexit>

x1

<latexit sha1_base64="MQafb+24njIyRMVBqOqtSja7uwE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48V7Qe0oWy2k3bpZhN2N2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8NrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuql6tenlXq9RreRxFOIFTOAcPrqAOt9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AEKEo2a</latexit>

x3

<latexit sha1_base64="gq4JifRK46wJpsn6OVKL+gz2zCM=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolW9Fjw4rGi/YA2lM120i7dbMLuRiyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LBjBP0IzqQPOSMGivdP/UueqWyW3FnIMvEy0kZctR7pa9uP2ZphNIwQbXueG5i/Iwqw5nASbGbakwoG9EBdiyVNELtZ7NTJ+TUKn0SxsqWNGSm/p7IaKT1OApsZ0TNUC96U/E/r5Oa8NrPuExSg5LNF4WpICYm079JnytkRowtoUxxeythQ6ooMzadog3BW3x5mTTPK161cnlXLdeqeRwFOIYTOAMPrqAGt1CHBjAYwDO8wpsjnBfn3fmYt644+cwR/IHz+QMNGo2c</latexit>
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Alternating self-attention & nonlinearity
• Each transformer layer contains a multi-head self-attention layer and a feedforward layer.


• We alternate self-attention and non-linear layer N times, namely stack N transformer layers.

Multi-head self-attention

a3,1

<latexit sha1_base64="R+Exbkz9rI57b6eZD9a5hMiEP1w=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbdrPri68ab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr5LWZdWrVa8fapV6LY+jCCdwCufgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AiLyPAg==</latexit>

a2,1

<latexit sha1_base64="f2M9jXqIEd3+kFS2EJq45PE4fzY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODrHblzQblilt1FyDrxMtJBXI0B+Wv/jCmacSkoQK17nluYvwMleFUsFmpn2qWIJ3giPUslRgx7WeLc2fkwipDEsbKljRkof6eyDDSehoFtjNCM9ar3lz8z+ulJrz1My6T1DBJl4vCVBATk/nvZMgVo0ZMLUGquL2V0DEqpMYmVLIheKsvr5N2rerVq9cP9UqjnsdRhDM4h0vw4AYacA9NaAGFCTzDK7w5ifPivDsfy9aCk8+cwh84nz+HNY8B</latexit>

a1,1

<latexit sha1_base64="ugGJwi3Ch02U3W0WA/td7x5relg=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTJdtMu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFWUtGotYdQPUTHDJWoYbwbqJYhgFgnWCyd3c7zwxpXksH800YX6EI8lDTtFYqYODzLvyZoNyxa26C5B14uWkAjmag/JXfxjTNGLSUIFa9zw3MX6GynAq2KzUTzVLkE5wxHqWSoyY9rPFuTNyYZUhCWNlSxqyUH9PZBhpPY0C2xmhGetVby7+5/VSE976GZdJapiky0VhKoiJyfx3MuSKUSOmliBV3N5K6BgVUmMTKtkQvNWX10n7uurVqvWHWqVRy+MowhmcwyV4cAMNuIcmtIDCBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+Fro8A</latexit>

x2

<latexit sha1_base64="T8jbDwSb5Cz+siw6CTrJufQ1ADw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRY8FLx4r2lZoQ9lsN+3SzSbsTsQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMb6IaCGS6F4CwVK/pBoTqNA8k4wvp75nUeujYjVPU4S7kd0qEQoGEUr3T31a/1yxa26c5BV4uWkAjma/fJXbxCzNOIKmaTGdD03QT+jGgWTfFrqpYYnlI3pkHctVTTixs/mp07JmVUGJIy1LYVkrv6eyGhkzCQKbGdEcWSWvZn4n9dNMbzyM6GSFLlii0VhKgnGZPY3GQjNGcqJJZRpYW8lbEQ1ZWjTKdkQvOWXV0m7VvXq1YvbeqVRz+Mowgmcwjl4cAkNuIEmtIDBEJ7hFd4c6bw4787HorXg5DPH8AfO5w8Llo2b</latexit>

x1

<latexit sha1_base64="MQafb+24njIyRMVBqOqtSja7uwE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48V7Qe0oWy2k3bpZhN2N2IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8NrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuql6tenlXq9RreRxFOIFTOAcPrqAOt9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AEKEo2a</latexit>

x3

<latexit sha1_base64="gq4JifRK46wJpsn6OVKL+gz2zCM=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolW9Fjw4rGi/YA2lM120i7dbMLuRiyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6mfqtR1Sax/LBjBP0IzqQPOSMGivdP/UueqWyW3FnIMvEy0kZctR7pa9uP2ZphNIwQbXueG5i/Iwqw5nASbGbakwoG9EBdiyVNELtZ7NTJ+TUKn0SxsqWNGSm/p7IaKT1OApsZ0TNUC96U/E/r5Oa8NrPuExSg5LNF4WpICYm079JnytkRowtoUxxeythQ6ooMzadog3BW3x5mTTPK161cnlXLdeqeRwFOIYTOAMPrqAGt1CHBjAYwDO8wpsjnBfn3fmYt644+cwR/IHz+QMNGo2c</latexit>

Feedforward Layer
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Positional encoding
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Positional encoding: sin/cos
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Positional encoding: learned
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Masked attention for Target sentence
• For the conditioned prediction, we aim to predict the current target 

word based on its past words and the source input, i.e.,  


• We can do so by “masking” the results for the output

kono eiga ga kirai I hate this movie [eos][sos]

29



• At test time, the predicted token will be feed as input to the 
next time step


• We must design a masking to allow self-attention on the 
past tokens, but not on the future tokens.

Masked attention for Target sentence

e1,1

<latexit sha1_base64="Rk1YCKINbP3hTPbguNkZFlCamxA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REWvRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIvCtvNihX3Kq7AFknXk4qkKM5KH/1hzFLI5SGCap1z3MT42dUGc4Ezkr9VGNC2YSOsGeppBFqP1ucOyMXVhmSMFa2pCEL9fdERiOtp1FgOyNqxnrVm4v/eb3UhLd+xmWSGpRsuShMBTExmf9OhlwhM2JqCWWK21sJG1NFmbEJlWwI3urL66R9XfVq1fpDrdKo5XEU4QzO4RI8uIEG3EMTWsBgAs/wCm9O4rw4787HsrXg5DOn8AfO5w+L1o8E</latexit>

e1,2

<latexit sha1_base64="OPiIIBUgS5ZaRLSJ8nqvyXSjooA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2ANpTNdtIu3WzC7kYooT/CiwdFvPp7vPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewsbm1vVPcLe3tHxwelY9P2jpOFcMWi0WsugHVKLjEluFGYDdRSKNAYCeY3M39zhMqzWP5aKYJ+hEdSR5yRo2VOjjIvKvabFCuuFV3AbJOvJxUIEdzUP7qD2OWRigNE1Trnucmxs+oMpwJnJX6qcaEsgkdYc9SSSPUfrY4d0YurDIkYaxsSUMW6u+JjEZaT6PAdkbUjPWqNxf/83qpCW/9jMskNSjZclGYCmJiMv+dDLlCZsTUEsoUt7cSNqaKMmMTKtkQvNWX10m7VvXq1euHeqVRz+MowhmcwyV4cAMNuIcmtIDBBJ7hFd6cxHlx3p2PZWvByWdO4Q+czx+NW48F</latexit>

e1,3

<latexit sha1_base64="MER/rCzpyK18McJPzpOxWuiCpXk=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbexn3sXVtF+uuFV3DrJKvJxUIEejX/7qDWKWRigNE1Trrucmxs+oMpwJnJZ6qcaEsjEdYtdSSSPUfjY/d0rOrDIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtkQvOWXV0nrsurVqtcPtUq9lsdRhBM4hXPw4AbqcA8NaAKDMTzDK7w5ifPivDsfi9aCk88cwx84nz+O4I8G</latexit>

 

↵1,3

<latexit sha1_base64="1/h1TM3TrttgzJqOL+LIxWtOhwk=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5REK3osePFYwX5AE8pku22XbjZhdyOU0L/hxYMiXv0z3vw3btsctPXBwOO9GWbmhYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nirImjUWsOiFqJrhkTcONYJ1EMYxCwdrh+G7mt5+Y0jyWj2aSsCDCoeQDTtFYyfdRJCPsZd7F1bRXrrhVdw6ySrycVCBHo1f+8vsxTSMmDRWodddzExNkqAyngk1LfqpZgnSMQ9a1VGLEdJDNb56SM6v0ySBWtqQhc/X3RIaR1pMotJ0RmpFe9mbif143NYPbIOMySQ2TdLFokApiYjILgPS5YtSIiSVIFbe3EjpChdTYmEo2BG/55VXSuqx6ter1Q61Sr+VxFOEETuEcPLiBOtxDA5pAIYFneIU3J3VenHfnY9FacPKZY/gD5/MHXR6RNQ==</latexit>

↵1,2

<latexit sha1_base64="a99uximYI7WfGFmVQpHZE7m89Ak=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBg5SkVPRY8OKxgv2AJpTJdtsu3STL7kYooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMC6Xg2rjut1PY2Nza3inulvb2Dw6PyscnbZ2kirIWTUSiuiFqJnjMWoYbwbpSMYxCwTrh5G7ud56Y0jyJH81UsiDCUcyHnKKxku+jkGPsZ95VbdYvV9yquwBZJ15OKpCj2S9/+YOEphGLDRWodc9zpQkyVIZTwWYlP9VMIp3giPUsjTFiOsgWN8/IhVUGZJgoW7EhC/X3RIaR1tMotJ0RmrFe9ebif14vNcPbIOOxTA2L6XLRMBXEJGQeABlwxagRU0uQKm5vJXSMCqmxMZVsCN7qy+ukXat69er1Q73SqOdxFOEMzuESPLiBBtxDE1pAQcIzvMKbkzovzrvzsWwtOPnMKfyB8/kDW5mRNA==</latexit>

↵1,1

<latexit sha1_base64="LyOwVjezDrlQ6+jFSdAz+6uLWME=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4kJJIRY8FLx4r2A9oQplsN+3STbLsboQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8UAqujet+O2vrG5tb26Wd8u7e/sFh5ei4rdNMUdaiqUhVN0TNBE9Yy3AjWFcqhnEoWCcc3838zhNTmqfJo5lIFsQ4THjEKRor+T4KOcJ+7l16036l6tbcOcgq8QpShQLNfuXLH6Q0i1liqECte54rTZCjMpwKNi37mWYS6RiHrGdpgjHTQT6/eUrOrTIgUapsJYbM1d8TOcZaT+LQdsZoRnrZm4n/eb3MRLdBzhOZGZbQxaIoE8SkZBYAGXDFqBETS5Aqbm8ldIQKqbExlW0I3vLLq6R9VfPqteuHerVRL+IowSmcwQV4cAMNuIcmtICChGd4hTcnc16cd+dj0brmFDMn8AfO5w9aFJEz</latexit>

y1

<latexit sha1_base64="9pjORbe/prqAMmmebKIc15Grw7w=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolU9Fjw4rGi/YA2lM120y7dbMLuRAihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJ7czvPHFtRKweMUu4H9GREqFgFK30kA28QaXq1tw5yCrxClKFAs1B5as/jFkacYVMUmN6npugn1ONgkk+LfdTwxPKJnTEe5YqGnHj5/NTp+TcKkMSxtqWQjJXf0/kNDImiwLbGVEcm2VvJv7n9VIMb/xcqCRFrthiUZhKgjGZ/U2GQnOGMrOEMi3srYSNqaYMbTplG4K3/PIqaV/WvHrt6r5ebdSLOEpwCmdwAR5cQwPuoAktYDCCZ3iFN0c6L86787FoXXOKmRP4A+fzBwuYjZs=</latexit>

y2

<latexit sha1_base64="cxRX5PFH2iDOw7r4md830aInVxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKRY8FLx4r2g9oQ9lsJ+3SzSbsboRQ+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPJkvQj+hI8pAzaqz0kA1qg3LFrboLkHXi5aQCOZqD8ld/GLM0QmmYoFr3PDcx/pQqw5nAWamfakwom9AR9iyVNELtTxenzsiFVYYkjJUtachC/T0xpZHWWRTYzoiasV715uJ/Xi814Y0/5TJJDUq2XBSmgpiYzP8mQ66QGZFZQpni9lbCxlRRZmw6JRuCt/ryOmnXql69enVfrzTqeRxFOINzuAQPrqEBd9CEFjAYwTO8wpsjnBfn3flYthacfOYU/sD5/AENHI2c</latexit>

y3

<latexit sha1_base64="Zy/yKzkCDqkvcWonGJQkS3mP+vw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0oseCF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xCzhfkSHSoSCUbTSQ9a/7JcrbtWdg6wSLycVyNHol796g5ilEVfIJDWm67kJ+hOqUTDJp6VeanhC2ZgOeddSRSNu/Mn81Ck5s8qAhLG2pZDM1d8TExoZk0WB7YwojsyyNxP/87ophjf+RKgkRa7YYlGYSoIxmf1NBkJzhjKzhDIt7K2EjaimDG06JRuCt/zyKmldVL1a9eq+VqnX8jiKcAKncA4eXEMd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/IHz+QMOoI2d</latexit>

…

Multiply the attention matrix by 0-1 masking matrix
30



Attention Tricks
• Self Attention: Each layer combines words with 

others


• Multi-headed Attention: 8 attention heads learned 
independently


• Normalized Dot-product Attention: Remove bias 
in dot product when using large networks


• Positional Encodings: Make sure that even if we 
don’t have RNN, can still distinguish positions

31



Training Tricks
• Layer Normalization: Help ensure that layers 

remain in reasonable range


• Specialized Training Schedule: Adjust default 
learning rate of the Adam optimizer


• Label Smoothing: Insert some uncertainty in the 
training process


• Masking for Efficient Training

32



Code Walk: 
The Annotated Transformer

https://nlp.seas.harvard.edu/2018/04/03/attention.html

33
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A Caveat: Attention Is Not 
All You Need?

• Transformers are very popular, for good reason, but


• They can be slow to decode at test time (Zhang et al. 
2018)


• They don't necessarily outperform RNNs on the 
decoder side of seq2seq tasks (Chen et al. 2018)


• They can be hard to train on small data (Nguyen and 
Salazar 2019)


• Use them, but also be aware of limitations!
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Better Modeling for Attention
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Incorporating Markov Properties 
(Cohn et al. 2015)

• Intuition: attention from last 
time tends to be correlated 
with attention this time 
 
 
 

• Add information about the last attention when 
making the next decision

36



Hard Attention
• Instead of a soft interpolation, make a zero-one decision about 

where to attend (Xu et al. 2015)


• Harder to train, requires methods such as reinforcement 
learning (see later classes)


• Perhaps this helps interpretability? (Lei et al. 2016)
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Monotonic Attention

(e.g. Yu et al. 2016)

• In some cases, we might know the output will be the same order as the input


• Speech recognition, incremental translation, morphological inflection (?), 
summarization (?)

• Basic idea: hard decisions about whether to read more


• Speech recognition, morphological inflection (?), summarization (?)
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Better Training for Attention
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Coverage
• Problem: Neural models tends to drop or repeat 

content


• Solution: Model how many times words have been 
covered


• Impose a penalty if attention not approx.1 over 
each word (Cohn et al. 2015)


• Add embeddings indicating coverage (Mi et al. 
2016)
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Bidirectional Training

(Cohn et al. 2015)

• Intuition: Our attention should be 
roughly similar in forward and 
backward directions


• Method: Train so that we get a bonus 
based on the trace of the matrix 
product for training in both directions

tr(AX!Y A
|
Y!X)
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Attention is not Alignment!

(Koehn and Knowles 2017)

• Attention is often 
blurred


• Attention is often off 
by one


• It can even be 
manipulated to be 
non-intuitive! (Jain 
and Wallace 2019, 
Pruthi et al. 2020)
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Supervised Training

(Mi et al. 2016)

• Sometimes we can get “gold standard” alignments 
a-priori


• Manual alignments


• Pre-trained with strong alignment model


• Train the model to match these strong alignments
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What Else Can 
We Attend To?
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Copy Mechanisms
• Like the previous explanation

• But also, more directly through a copy mechanism 

(Gu et al. 2016)
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Copying from History
• In language modeling, attend to the previous words (Merity 

et al. 2016) 
 
 
 
 
 
 
 

• In translation, attend to either input or previous output 
(Vaswani et al. 2017)

46



Hierarchical Structures

(Yang et al. 2016)

• Encode with 
attention over each 
sentence, then 
attention over each 
sentence in the 
document
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Various Modalities
• Images (Xu et al. 2015) 

 
 
 
 
 

• Speech (Chan et al. 2015)
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Multiple Sources
• Attend to multiple sentences (Zoph et al. 2015) 

 
 
 

• Libovicky and Helcl (2017) compare multiple strategies


• Attend to a sentence and an image (Huang et al. 2016)
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Questions?
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